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Abstract

Spatial crowdsourcing has emerged as a new paradigm for solving difficult problems in the physical world. It engages a large number of human workers in scenarios such as crisis management and smart cities. The utility of spatial crowdsourcing is generally dependent on who performs the task. On one hand, the workers may not perform assigned tasks within time. On the other hand, the performed tasks may not meet the predefined quality criteria. In the case of spatial crowdsourcing, the success of an assignment depends on factors such as task location, travel distance, or expected reward. This necessitates an appropriate task assignment process to optimize the utility of spatial crowdsourcing.

The design of the task assignment process faces three primary research challenges: dynamism, heterogeneity, and uncertainty. The goal of this thesis is to address these research challenges; therefore, it proposes a conceptual framework to analyze the dimensions of dynamic task assignment in spatial crowdsourcing. To formalize the research problem, this thesis defines dynamic task assignment as a repeated decision-making problem under uncertainty and heterogeneity. Uncertainty defines the limited knowledge about the reliability of workers for assigned tasks, and heterogeneity characterizes the differences in reliability and expertise of workers. The proposed formalization is referred to as the adaptive assignment problem in spatial crowdsourcing. The adaptive assignment problem combines online optimization with heuristic-based learning for balancing the exploration-exploitation trade-off during repeated assignments. The problem is instantiated in four different scenarios of spatial crowdsourcing to highlight specific requirements of assignment algorithms. An agent-based simulation methodology is employed to evaluate the algorithms proposed for each scenario. Empirical evaluation provides evidence of the performance of algorithms using synthetic and real-world data.
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Chapter 1

Introduction

“Machines that fit the human environment, instead of forcing humans to enter theirs, will make using a computer as refreshing as taking a walk in the woods.”

The Computer for the 21st Century

Mark D. Weiser

Mark Wieser famously coined the term *ubiquitous computing* [1]. Ubiquitous computing aims to bring computing to the physical world [2]. It embeds computing into the everyday activities of people, serving one or more purposes. It helps people to achieve their goals without the need for their active attention on a device. Miniaturization of computing devices and wearable technologies has enabled ubiquitous computing [3]. Smartphones are the best example of such devices that go beyond their main functionality of communication. Smartphones help people in their daily tasks like navigation, reading, tracking, etc. The computation, sensing, and actuation capabilities of such devices define their usefulness. Now researchers
I/n.sc/t.sc/r.sc/o.sc/d.sc/u.sc/c.sc/t.sc/i.sc/o.sc/n.sc

have started to combine the capabilities of devices and humans to solve difficult and large problems [4–6]. For instance, human capabilities are utilized to perform tasks that are difficult to solve with devices alone.

Employing groups of people to perform difficult and complex tasks was done even before the advent of computing [7]. This was generally achieved by dividing a complex task into small problems that could be solved by an individual person. For example, the path of a comet could be estimated with the help of many human calculators [7]. Recent technological advances have made such calculations much easier through machines. Still, there are problems difficult for computers alone, underlining the need for a symbiosis between humans and devices [8]. The Internet has made it easier to engage a large number of people in complex problem solving [9, 10]. Crowdsourcing expands the role of humans from mere users to contributors. Examples of crowdsourcing include Wikipedia [11] and reCAPTCHA [12]. People actively contribute to Wikipedia\(^1\) by writing content about various topics. In the reCAPTCHA\(^2\) system, people passively digitize documents while answering a set of security questions.

This thesis focuses on a specialization of crowdsourcing known as spatial crowdsourcing [13]. Spatial crowdsourcing considers tasks that have strong location specificity. It requires people to visit physical locations to perform the crowdsourced tasks. Examples of spatial crowdsourcing include crisis mapping [14], city maintenance [6], shop audits [15, 16], and personal logistics [17]. A typical spatial crowdsourcing environment consists of three interacting agents: workers, requesters, and platform. The interaction between these agents repeats over time. Each agent is involved in sequential decision-making to optimize

\(^1\)http://www.wikipedia.org/
\(^2\)http://www.google.com/recaptcha
Figure 1.1: Overview of thesis research areas.

its utility. Sequential decision-making includes fundamental decision problems faced by an intelligent agent. The research problem addressed in thesis involves sequential decision-making in spatial crowdsourcing. Figure 1.1 highlights the overlap of ubiquitous computing, crowdsourcing, and sequential decision-making.

The specific focus of this thesis is adaptive task assignment in spatial crowdsourcing. It is the process of assigning the best workers to the tasks while learning from the outcomes of assignment decisions over time. The following sections motivate and outline the main body of work behind this thesis.

### 1.1 Motivating Example

Consider the scenario of a spatial crowdsourcing system for the maintenance of a city [6, 18, 19]. The system supports the city administration with the help of volunteer citizens. It allows citizens to report problems in their neighborhoods. Potential problems include, but are not limited to, broken street lights, noise pollution, etc. The system distributes reported problems among volunteers who
verify and fix them. Figure 1.2 illustrates this scenario on the map of New York city with the help of three example tasks and four volunteer workers\textsuperscript{3}. The tasks are distributed over different locations in the city. Each task requires specific expertise to perform it. Task $t_1$ requires a worker to record the noise pollution level using their mobile phones. Task $t_2$ requires a worker to fix a street sign. Task $t_3$ requires a worker to take detailed photos of a fallen tree in a street to document the damage. Note that workers are also distributed over different locations. A fundamental research question highlighted by this scenario is: how to assign the best workers to all tasks? The specific challenges of answering this question are discussed in the following sections.

1.1.1 Repeated Interaction & Dynamism

Spatial crowdsourcing systems consist of the following three types of interacting agents:

- \textit{Requesters} generate tasks for crowd workers. An example of a requester is

\textsuperscript{3}For the sake of clarity, the terms "volunteers" and "workers" will be used interchangeably in the rest of thesis
Figure 1.3: A typical workflow of interaction between agents in a crowdsourcing environment.

- **Requester** submit tasks
- **Worker** assign tasks
- **Platform** collect results
- **Worker** submit responses
- **Platform** feedback
- **Requester** submit responses

the citizen reporting problems in the neighborhood.

- **Workers** are the people who are willing to perform tasks. In the city maintenance scenario, workers are the volunteers who verify and fix problems.

- The **platform** is a software agent that mediates between requesters and workers. It defines the interaction mechanism between both agents. It also defines the mode of exchange for tasks, results, feedback, and incentives.

Figure 1.3 highlights the communication paths between these agents. The requester submits tasks to the platform. The platform provides the necessary functionality for assignment of tasks to workers. Appropriate interfaces and algorithms support the assignment process in the platform. Workers perform the assigned tasks and submit the results to the platform. The platform assembles the results according to the requirements of requesters. At the end, requesters are notified about the completion of tasks. In parallel, the platform updates its interfaces and algorithms based on the outcomes of assignments.

The spatial crowdsourcing scenario, as shown in Figure 1.2, illustrates the state of agents at one instance of time. In reality, a multi-agent environment like spatial
crowdsourcing is dynamic [20–22]. The dynamism is the result of repeated and irregular interaction between participating agents. As illustrated in Figure 1.4, requesters submit many tasks to the platform over time. Workers may arrive or leave the platform over time. Workers are assigned to tasks which they may or may not perform. Tasks leave the platform either due to completion or expiry.

Due to repeated interaction each agent makes sequential decisions to optimize its own utility [21]. An agent’s utility depends on task assignment, task completion, and combined results. On one hand, a worker can decide whether to perform a task given its value and required effort. On the other hand, a requester can adjust the task deadline to maximize chances of completion. The platform can adjust the task assignment process to discourage malicious behavior. Hence, it is essential to design and implement appropriate algorithms for task assignment [21–23].

Figure 1.4: Evolution of spatial crowdsourcing in a city maintenance scenario over time.
Table 1.1: Example of diverse tasks and workers in city maintenance scenario.

<table>
<thead>
<tr>
<th>Task</th>
<th>Location</th>
<th>Validity</th>
<th>Task Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>t₁</td>
<td>Hasbrouck Heights</td>
<td>2 days</td>
<td>Environment</td>
</tr>
<tr>
<td>t₂</td>
<td>Mt Vernon</td>
<td>1 day</td>
<td>Construct</td>
</tr>
<tr>
<td>t₃</td>
<td>Ellis Island</td>
<td>1 day</td>
<td>Photo</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Worker</th>
<th>Location</th>
<th>Reliability</th>
<th>Expertise</th>
</tr>
</thead>
<tbody>
<tr>
<td>w₁</td>
<td>Kearny</td>
<td>0.65</td>
<td>Environment</td>
</tr>
<tr>
<td>w₂</td>
<td>Elliot Ave.</td>
<td>0.90</td>
<td>Construct</td>
</tr>
<tr>
<td>w₃</td>
<td>Kings Plaza</td>
<td>0.44</td>
<td>Photo</td>
</tr>
<tr>
<td>w₄</td>
<td>Staten Island</td>
<td>0.71</td>
<td>Photo</td>
</tr>
</tbody>
</table>

1.1.2 Diversity of Tasks & Workers

The diversity of tasks and workers is another design challenge of task assignment in spatial crowdsourcing. Table 1.1 exemplifies this diversity using the city maintenance scenario of spatial crowdsourcing. The diversity of tasks is not only limited to spatial locations. Tasks also have diverse types and varying deadlines. The heterogeneity of workers stems from the diversity of their reliability, expertise, and mobility. Reliability is the success rate of a worker in performing assigned tasks within time and with high-quality. Expertise is having high reliability on certain types of tasks. Some worker might be better on some tasks and not so good on other tasks. Mobility is the movement pattern of a worker over time. A recent study observed that two factors influence a worker’s decision to perform a spatial crowdsourcing task [16, 24]. These factors are the distance and socio-economic status.

A naive approach to task assignment is to make tasks available through a search and browse interface on the platform. Thereafter, a worker can then visit the platform to choose among the incomplete tasks. This self-determined approach to task assignment is common among existing crowdsourcing platforms. This
The WST approach requires the active attention of workers for selecting suitable tasks. Hence, it suffers from "search friction" and "task starvation" issues [22, 27]. Search friction is the result of a mismatch between tasks and workers [28, 29]. The inherent design limitations of the interaction mechanism contribute towards search friction. Often, workers have to search many times and filters to find suitable tasks, which is a time-consuming activity. Task starvation occurs when some tasks are never selected by workers [30]. Chon et al. showed that task starvation manifests in lower coverage in spatial crowdsourcing [31]; whereby, tasks at less visited locations are seldom completed.

This thesis addresses the dynamism and diversity issues of task assignment by means of an algorithmic approach. Such an approach is also known as server assigned tasks (SAT) based spatial crowdsourcing [13, 32, 33]. The platform implements a dynamic assignment process for dynamic arrivals of tasks and workers. In such a process, assignments are made at the arrival of a task; arrival of a worker; or after regular intervals [34]. The quality of an assignment depends on the uncertainty of information available at the time of decision. The formalization of the dynamic assignment process depends on the assumptions about uncertainty. Contextual information about tasks and workers further helps improve the assignment algorithms.

1.1.3 The Uncertainty Challenge

Dynamic task assignment is generally formulated under different assumptions of knowledge about assignment uncertainty. The uncertainty relates to the knowledge about the outcome of an assignment. The following list summarizes each of these assumptions, as illustrated in Figure 1.5:
Figure 1.5: Comparison of the three assumptions for the uncertainty of information about assignment outcomes.

- **Deterministic knowledge** assumption considers the availability of deterministic information about the outcomes of assignments [4, 35]. Given that constraints are satisfied, each allowable assignment (i.e. $x_{i,j}$) is assumed to result in a successful outcome. The assignment algorithms aim to maximize the number of allowable assignments. The majority of existing literature on spatial crowdsourcing considers the deterministic knowledge assumption [13, 25, 36].

- **Probabilistic knowledge** assumption considers the likelihood of success (i.e. $p_{i,j}$) for each assignment. The aim of assignment algorithms is to maximize the success probabilities of chosen assignments. Recent research proposals have considered probabilistic knowledge for privacy preservation [37] and trajectory awareness [26, 38].
**Observed knowledge** assumption considers neither deterministic nor probabilistic knowledge. Instead, only the outcomes (i.e. $y_{i,j}$) for chosen assignments are observed. The goal of assignment algorithms is to approximate the success probabilities for assignments. This is achieved by learning from observed outcomes of the previous assignments.

This thesis considers the observed knowledge assumption for dynamic task assignment. Given the challenges discussed in this section, the fundamental research question is restated as:

*Assuming only observed knowledge on the outcomes of assignments, how can the most reliable workers be assigned to dynamically arriving heterogeneous tasks; while exploiting the spatial and non-spatial context of both tasks and workers?*

## 1.2 Adaptive Task Assignment in Spatial Crowdsourcing

This thesis focuses on adaptive task assignment in spatial crowdsourcing. Adaptive task assignment aims to address dynamism, heterogeneity, and uncertainty challenges. It involves approximating assignment probabilities based on the learning from previously observed assignment outcomes. The learning enables adaptive adjustment of the assignment policy for optimizing spatial crowdsourcing over time. The design of appropriate algorithms depends on four primary dimensions of adaptive task assignment:

- The first dimension deals with the definition of an objective function for optimizing spatial crowdsourcing. An objective function quantifies the
utility of assignment decisions for spatial crowdsourcing. For instance, maximization of the task completion rate can be the primary optimization objective. Additionally, minimization of average travel costs can be the secondary optimization objective.

- The second dimension relates to the design of learning methods for approximation of assignment probabilities. The probabilities quantify the uncertainty of the reliability and expertise of workers. A learning method defines the knowledge structure and its update process, based on observed outcomes. It also formalizes the relationship between probabilities and context of tasks and workers.

- The third dimension concerns the context of tasks and workers. In spatial crowdsourcing, the context of tasks and workers include spatial and temporal information. Exploitation of this information distinguishes the design of assignment algorithms in spatial crowdsourcing. Contextual information is used for improving the optimization and learning aspects of adaptive task assignment.

- The fourth dimension covers the constraints imposed on assignment combinations of tasks and workers. Examples of constraints include the number of tasks per worker, the spatial region for a worker, and the expiry time of a task.

1.2.1 Research Requirements

Given the dimensions, a set of research requirements were identified for the design of appropriate algorithms in spatial crowdsourcing [21, 22, 39]. To highlight the
gap in existing research literature, these requirements are categorized into design and performance requirements. The design requirements that the algorithms should address are as follows:

1. **Explore-exploit trade-off**: A design requirement of the adaptive task assignment is to solve the dilemma of learning versus optimization. It is also known as the explore-exploit trade-off in the research literature [40]. An algorithm could choose assignments that seem to optimize the optimization objectives. Such assignments might be suboptimal in the long run. As an alternative, the algorithm might choose assignments for the purpose of learning. In this case, suboptimal assignments enable learning from observed outcomes. This exploration might have an adverse effect on the optimization in the short term. But the new knowledge can help improve assignment choices in the long term. A good assignment algorithm aims to strike the right balance between learning and optimization [4, 21, 22].

2. **Spatial context**: The spatial nature of tasks differentiates spatial crowdsourcing from traditional web-based crowdsourcing [41]. Hence, the spatial context of tasks and workers plays a crucial role in the outcomes of the assignment decisions. Consideration of the spatial context becomes a design requirement, from learning and optimization perspectives [13, 34, 38].

3. **Multi-criteria optimization**: In spatial crowdsourcing, the optimization objectives might include one or more criteria. For instance, the motivating scenario discussed earlier necessitates optimization of two criteria. First the maximization of task completion rate and second the minimization of travel costs [25, 33, 34]. This highlights the need for adaptive task assignment with multi-criteria optimization.
4. **Contextual learning**: The outcome of an assignment depends on spatial and non-spatial contextual factors [22, 24, 32]. Contextualization of the learning process becomes a design requirement. It helps in improving the adaptive task assignment based on the relationship between context and outcome.

The assignment algorithms should also perform well under varying conditions. The research requirements for algorithm performance are as follows:

5. **Empirical performance**: Empirical evidence of performance should support the design of assignment algorithms. It establishes the claimed utility of the proposed algorithms. A comparative evaluation of the proposed algorithms against baseline and competing algorithms, using well-defined metrics, is necessary [4, 21, 22].

6. **Dimensional scalability**: Evidence of the scalability of the proposed algorithms across primary variables is also required [22, 42, 43]. Primary variables include the number of tasks and the number of workers.

Theoretical analysis entails computational complexity and competitive analysis of adaptive assignment algorithms. Such analysis is a known difficult problem that is out of scope for this research work [40, 44–46].

### 1.2.2 Existing Approaches

Table 1.2 highlights the research gap in existing literature for the research requirements. Clearly, the majority of works do not address the four design requirements identified earlier. Only three proposals have managed to address more than one requirement so far. Within spatial crowdsourcing proposals, none
Table 1.2: An overview of existing literature in terms of the research requirements for adaptive task assignment in spatial crowdsourcing.

<table>
<thead>
<tr>
<th>Existing Literature</th>
<th>Explore-exploit trade-off</th>
<th>Spatial context</th>
<th>Multi-criteria optimization</th>
<th>Contextual learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert Crowdsourcing [47, 48]</td>
<td>Budgeted Bandits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regression Crowdsourcing [49]</td>
<td>Regression Bandits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey Crowdsourcing [50]</td>
<td>Bandit Survey</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crowdsourced Classification [51, 52]</td>
<td>Offline Learning</td>
<td></td>
<td></td>
<td>Task Expertise</td>
</tr>
<tr>
<td>Spatial Crowdsourcing [13, 25, 36]</td>
<td>Location</td>
<td></td>
<td>Cardinality, Distance</td>
<td></td>
</tr>
<tr>
<td>Diversity based Spatial Crowdsourcing [38]</td>
<td>Location, Direction</td>
<td></td>
<td>Reliability, Diversity</td>
<td></td>
</tr>
<tr>
<td>Trajectory-aware Mobile Crowdsourcing [26, 53]</td>
<td>Location, Trajectory</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

has addressed the explore-exploit trade-off and contextual learning requirements. This highlights the gap in existing research on adaptive task assignment in spatial crowdsourcing.

Kazemi and Shahabi first considered deterministic knowledge assumption for dynamic task assignment in spatial crowdsourcing [13]. Their proposed formalization aims to maximize the number of task assignments. They also considered spatial and capacity constraints imposed by workers. Deng et al. reformulated the same optimization objectives with travel costs and time constraints [36]. To et al. considered expertise maximization as an optimization objective [25]. To et al. first considered the probabilistic knowledge assumption to maximize the task completion rate [37]. In addition, they proposed a privacy-preserving framework to address the assignment problem. Recent proposals, under probabilistic knowledge, include diversity-based spatial crowdsourcing [38]
and trajectory-aware spatial crowdsourcing [26]. Notably, none of the existing proposals address the research requirements of adaptive task assignment.

Existing research on non-spatial crowdsourcing has attempted to address the explore-exploit trade-off. The research proposals span several different perspectives. The majority of proposals only consider dynamism of workers [21, 51, 52, 54]. Each dynamically arriving worker is assigned tasks from a fixed pool of tasks. The majority of research proposals aim to maximize the correctness of worker submitted responses. A two-phased approach is proposed to address the explore-exploit trade-off. The first learning phase involves observing the accuracy of worker responses to tasks with known responses. The second phase employs this learning to improve the accuracy of actual tasks with unknown responses.

Recent research proposals provide an alternative formulation based on the multi-armed bandit problem [47, 48, 50]. This formulation addresses the explore-exploit trade-off through online learning heuristics. Otherwise, no other design requirement is satisfied by these proposals. Furthermore, extending these proposals to spatial crowdsourcing is non-trivial. The remainder of this chapter discusses the key contributions of this thesis, in terms of the research requirements.

1.3 Adaptive Task Assignment: A Combinatorial Contextual Bandit Approach

This thesis proposes the novel adaptive assignment problem (AAP) which follows a server assigned tasks approach. The AAP provides a generalized framework for formalizing the adaptive task assignment in spatial crowdsourcing. It is not limited to specific types of tasks and considers dynamism of both tasks and workers. The
AAP is formulated as a sequential decision-making problem. It formulates multi-criteria optimization with contextual learning in adaptive task assignment. The learning process utilizes spatial and non-spatial contextual information and the outcomes of assignment decisions.

Existing literature provides various abstractions for formulating sequential decision-making problems. Each formulation depends on the uncertainty of information available at the time of assignment \([40, 55, 56]\). The bandit problem is one such abstraction \([57]\). It provides a general framework for studying sequential decision-making under partially observable outcomes. It models the explore-exploit trade-off faced by a player who is repeatedly playing a multi-armed slot machine. Each arm generates a stochastic reward on the play. The goal of the player is to maximize the cumulative reward after several rounds of play. The uncertainty in the bandit problem arises because the player has no knowledge on the expectation of reward for each arm. Hence, the player must estimate the expectation of reward based on the previous rounds of play. This equates to the observed knowledge assumption in adaptive task assignment.

The adaptive assignment problem also requires the assignment algorithms to balance the explore-exploit trade-off. Compared to the bandit problem, the adaptive assignment problem requires combinational assignment decisions. So, this thesis formulates the adaptive assignment problem as a combinatorial bandits problem. The proposed formulation enables heuristics-based learning and combinatorial optimization for intelligent assignments decisions. Heuristics-based learning controls the explore-exploit trade-off to approximate the probability of assignment success. The combinatorial optimization controls the selection of best assignments based on the approximated probabilities. The core hypothesis of this thesis is stated as follows:
Table 1.3: An overview of the contributions of this thesis in terms of the research requirements for adaptive task assignment in spatial crowdsourcing.

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Explore-exploit trade-off</th>
<th>Spatial context</th>
<th>Multi-criteria optimization</th>
<th>Contextual learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 4</td>
<td>AAP</td>
<td>AAP</td>
<td>AAP</td>
<td>AAP</td>
</tr>
<tr>
<td>Chapter 5</td>
<td>DRR-GRD, DRR-UCB</td>
<td>DRR</td>
<td>DRR</td>
<td></td>
</tr>
<tr>
<td>Chapter 6</td>
<td>SpatialUCB</td>
<td>SpatialUCB</td>
<td>SpatialUCB</td>
<td></td>
</tr>
<tr>
<td>Chapter 7</td>
<td>DynTS</td>
<td>DynTS</td>
<td>DynTS</td>
<td>WS-GRD</td>
</tr>
<tr>
<td>Chapter 8</td>
<td>WS-GRD</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

By formalizing the adaptive task assignment according to the combinatorial bandits framework and enabling contextual learning of reliability and expertise of workers according to spatial and non-spatial contextual information, effective assignment algorithms can be designed for multi-criteria optimization of spatial crowdsourcing.

This thesis instantiates the AAP in four different scenarios of spatial crowdsourcing. A set of algorithms are proposed for each scenario. These algorithms address the design requirements of adaptive task assignment in spatial crowdsourcing, as highlighted in Table 1.3. Each value in the table represents a formal model, or an algorithm, that addresses the research requirement. The specifics of the proposed algorithms are as follows:

- **Explore-exploit trade-off**: The proposed algorithms use heuristics-based learning to balance the explore-exploit trade-off [33, 34]. Chapter 5 introduces an interval estimation heuristic to approximate the probability of assignment success. An assignment algorithm based on interval estimation is proposed. It is evaluated against an assignment algorithm with semi-uniform heuristic and a deterministic assignment algorithm. The adaptive algorithms achieve a high task completion rate even with approximated
probabilities. An interval estimation based algorithm achieves the best results in general. Chapter 7 proposes a *probability matching* heuristic to approximate the probability of assignment success. This heuristic also achieves high task completion rate compared to naive and non-adaptive algorithms.

**Spatial context:** The proposed algorithms exploit the spatial context to adapt and optimize assignment decisions. Chapter 5 considers minimization of the distance between tasks and workers to find local workers for tasks [33]. Chapter 6 employs contextual learning to approximate the probability of assignment success [32]. The relationship between distance and task completion is used for the contextual learning. Chapter 7 proposes the location diversity heuristic to estimate the number of workers required for a task [33]. The proposed heuristic reduces unnecessary assignments for tasks at popular locations [24, 58].

**Multi-criteria optimization:** In spatial crowdsourcing, bi-objective optimization is desirable to find reliable and local workers. Chapter 5 proposes a novel approach to jointly maximize the task completion rate and minimize average travel costs [34]. The proposed approach employs *combinatorial fractional programming* for multi-criteria optimization. This approach achieves 40% less average travel costs when compared to competing approaches. It also performs well on execution time. Chapter 7 explores the optimization of the number of workers assigned to a task while maximizing the task completion rate [33]. This approach reduces assignments by more than 15% without sacrificing the task completion rate.

**Contextual learning:** Chapter 4 uses linear regression to learn the
relationship between assignment success and contextual attributes of tasks and workers [32]. The proposed approach significantly improves over non-contextual approaches. Chapter 8 considers the scenario when a worker requires specific expertise to perform tasks. Chapter 8 also introduces a warm-start approach to estimate worker expertise [59, 60]. The proposed approach combines workers’ self-stated expertise with the estimated expertise to guide assignment decisions.

Although recent publications provide some initial results, competitive analysis of fully dynamic matching algorithms is still a hard problem [61, 62]. Theoretical analysis of adaptive assignment algorithms is further complicated due to the learning aspect. Previous results have also shown that the empirical performance of algorithms for the bandit problem depends on the problem domain [63]. Nonetheless, recent literature provides the performance bounds of learning heuristics employed in this thesis [46, 64].

Simulation-based evaluation has become the standard practice for both spatial and non-spatial crowdsourcing [13, 26, 37, 38, 52]. This is due to the high cost of deploying dynamic algorithms with real people at large-scale [65, 66]. This thesis takes a principled approach for evaluation of dynamic assignment algorithms in spatial crowdsourcing, and it uses an agent-based simulation methodology for this purpose. The simulation environment and agent behavior are parameterized using a data-driven initialization approach. During experimentation, both synthetically generated spatial-temporal data and real-world mobility data is used for data-driven initialization.
1.4 Research Methodology

This section describes the research methodology that was followed to investigate the research problem. The following steps are part of the methodology:

1. Comprehensive literature review of research on crowdsourcing and its related topics. Identification of the problem space.

2. Survey of the state-of-the-art on adaptive task assignment in spatial crowdsourcing. Identification of the core research requirements.

3. Classification of existing work according to research requirements, as well as gap analysis.

4. Formalization of the adaptive assignment problem in spatial crowdsourcing according to the combinatorial bandits approach.

5. Definition of an evaluation dataset characterized by a set of agents and their mobility patterns.


7. Implementation of the proposed algorithms: DRR, DRR-GRD, DRR-UCB, SpatialUCB, DynTS, and DynTS.

8. Investigation of evaluation approaches and metrics, identification of baseline and competing algorithms, experiment design, dataset preparation, offline runs of experiments, and data collection.

9. Results analysis and conclusion.
1.5 Thesis Outline

The thesis is structured as follows:

Chapter 2 – Background: This chapter provides an overview of the emergence of crowdsourcing as an active field of research. It highlights the various perspectives of crowdsourcing in the physical world. It also provides a background discussion of the assignment problem from a theoretical perspective.

Chapter 3 – Related Literature: This chapter provides an overview of research literature on task assignment in crowdsourcing. It provides a conceptual analysis of the research problem. It also discusses the specific techniques and algorithms employed in existing literature.

Chapter 4 – Adaptive Task Assignment in Spatial Crowdsourcing: This chapter introduces the adaptive assignment problem and its application to spatial crowdsourcing. It also summarizes the agent-based simulation methodology used for empirical evaluation in the thesis.

Chapter 5 – Adaptive Assignment with Distance-Reliability Optimization: This chapter instantiates the adaptive assignment problem for bi-objective optimization in spatial crowdsourcing. This chapter proposes a combinatorial fractional programming approach for bi-objective optimization. It also proposes two adaptive assignment algorithms based on the semi-uniform and interval estimation heuristics.

Chapter 6 – Adaptive Assignment with Spatial Contextual Learning: This chapter instantiates the adaptive assignment problem for contextualized adaptive
assignment in spatial crowdsourcing. It proposes individualized linear models, for workers, to approximate the probability of assignment success.

Chapter 7 – Adaptive Semi-Assignment with Location Diversity: This chapter instantiates the adaptive assignment problem for semi-assignment in spatial crowdsourcing. It proposes a location diversity heuristic to decide the number of workers required for each task. It proposes an algorithm that employs probability matching to approximate probability of assignment success.

Chapter 8 – Adaptive Assignment using Spatial Expertise: This chapter instantiates the adaptive assignment problem for expertise based spatial crowdsourcing. It introduces a combined assessment approach to estimate worker expertise during warm-start.

Chapter 9 – Conclusion: This chapter concludes the thesis with discussion of the primary contributions and limitations. Additionally, it provides a road-map to guide future research.

1.6 Associated Publications

Different aspects of this thesis have been published in the following peer-reviewed publications.

Chapter 5 – Adaptive Assignment with Distance-Reliability Optimization

• Umair Ul Hassan and Edward Curry. Efficient Task Assignment for Spatial Crowdsourcing: A Combinatorial Fractional Optimization

**Chapter 6 – Adaptive Assignment with Spatial Contextual Learning**


**Chapter 7 – Adaptive Semi-Assignment with Location Diversity**


**Chapter 8 – Adaptive Assignment using Spatial Expertise**
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Chapter 2

Background

“The more that you read, the more things you will know. The more that you learn, the more places you’ll go.”

I Can Read With My Eyes Shut!

Dr. Seuss

Using large groups of people to solve difficult problems has been the underlying theme of distributed work for centuries [7]. Jeff Howe popularized the term “crowdsourcing” in his WIRED magazine article [9]. He described crowdsourcing as the process of outsourcing a job, usually performed by a designated agent, to a potentially large group of people through an open call. The exact definition of crowdsourcing is still the subject of much debate among researchers. Crowdsourcing is generally applied in support of computer controlled processes. It has been used in application areas such as clothing design, document editing, data curation, and image classification [22, 71–73]. One of the most well-known
Table 2.1: The landscape of crowdsourcing with example platforms.

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Volunteer Workers</th>
<th>Paid Workers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital</td>
<td>Wikipedia (wikipedia.org)</td>
<td>Amazon Mechanical Turk (mturk.com)</td>
</tr>
<tr>
<td></td>
<td>Eyewire (eyewire.org)</td>
<td>Samasource (samasource.org)</td>
</tr>
<tr>
<td></td>
<td>StackExchange (stackexchange.com)</td>
<td>CrowdFlower (crowdflower.com)</td>
</tr>
<tr>
<td></td>
<td>Zooniverse (zooniverse.org)</td>
<td>UpWork (upwork.com)</td>
</tr>
<tr>
<td></td>
<td>Crowdcrafting (crowdcrafting.org)</td>
<td>uTest (utest.com)</td>
</tr>
<tr>
<td>Physical</td>
<td>Ushahidi (ushahidi.com)</td>
<td>TaskRabbit (taskrabbit.com)</td>
</tr>
<tr>
<td></td>
<td>CitySourced (citysourced.com)</td>
<td>FieldAgent (fieldagent.net)</td>
</tr>
<tr>
<td></td>
<td>OpenStreetMap (openstreetmap.org)</td>
<td>Gigwalk (gigwalk.com)</td>
</tr>
<tr>
<td></td>
<td>FixMyStreet (fixmystreet.com)</td>
<td>Airtasker (airtasker.com)</td>
</tr>
</tbody>
</table>

elements of crowdsourcing is Wikipedia\(^1\). It is a large encyclopedia created by thousands of contributors around the world. Amazon Mechanical Turk\(^2\) has proved to be a success story of paid crowdsourcing. It has facilitated researcher across various fields of science and humanities. Table 2.1 shows the categorization of crowdsourcing systems based on nature of rewards and tasks.

The primary focus of this thesis are crowdsourcing systems in the bottom half of Table 2.1. Still, it is useful to study crowdsourcing systems in general. The variety of applications of crowdsourcing across different domains strongly impacts the design decisions and assumptions made for effective implementation of crowdsourcing systems [21, 22]. This chapter aims a) to present a short overview of the variety of research perspectives on crowdsourcing that have emerged over the years, b) to provide a better understanding of the heterogeneity of crowdsourcing system in the physical world and c) to detail its relation to the dynamic task assignment processes.

Section 2.1 introduces the different purposes of crowdsourcing as seen in existing research literature. This leads towards the discussion of crowdsourcing systems in physical world and subtle differences of spatial crowdsourcing in

\(^1\)http://www.wikipedia.org
\(^2\)http://www.mturk.com
Section 2.2. Section 2.3 elaborates the push and pull methods of task routing in crowdsourcing. Section 2.4 provides the theoretical grounding of the work presented in this thesis, by summarizing the evolution of research on assignment problem and bipartite matching.

## 2.1 Purpose of Crowdsourcing

The general focus here is on the form of crowdsourcing that supports the operation of a computing system [4]. Within this scope in mind, Figure 2.1 highlights some of the recent themes in computing research that are inspired by crowdsourcing.

### 2.1.1 Human Computation

Algorithms have existed even before the advent of computing machines. Human computers were successfully used to solve complex mathematical problems, for instance estimating the path of a comet [7]. Advances in computing devices have led to a general replacement of human computers with electronic computers, primarily due to their speed, accuracy, and cost. Today researchers are attempting to develop systems that are aimed at replacing error-prone humans in various work settings, as envisioned by Alan Turing [74]. Notwithstanding these efforts, there has been a general realization that not all problems can be solved only through Artificial Intelligence. These so-called computationally difficult problems...
have been classified as *AI-Complete* problems [75, 76], similar to the *NP-Complete* problems in the field of Computational Complexity.

The phenomenal developments in network technologies have led researchers towards exploiting both machines and humans for solving AI-Complete problems through connectedness of humans with the Web. Recognizing that the machines are better at repeatable tasks at large scale and humans excel at solving subjective problems quickly. Licklider was an early proponent of the idea of mixed human and machine computation as presented in his seminal article titled “Man-Computer Symbiosis” [8]. His proposal was limited to augmenting human intelligence with the computation power of machines. Later on, researchers explored the potential of *human computation* in which the roles are reversed i.e. humans were employed in support of the computational process. Recently, there has been increased interest in using large numbers of Internet users for human computation. The reCAPTCHA system, as shown in Figure 2.2, is one of the most popular examples of human computation being employed for object character recognition on a large scale [4, 77, 78]. Another example of human computation is an algorithm that uses humans to verify machine generated translation between two languages [79].

Crowd-powered computation enables algorithmic access to human affordances in large groups. Specifically, it allows algorithms to work when a feasible solution
by computational means is impossible [4]. In short, the primary objective of human computation is to ask people to perform tasks which may be solved with algorithms but are hard to compute. The focus of human computation is on outsourcing the hardness of computing tasks. Crowdsourcing, in this case, enables access to distributed human intelligence for enabling parallelized and diverse computation. Amazon Mechanical Turk is one of the most popular crowdsourcing platforms that has been regularly used for human computation.

2.1.2 Participatory Sensing

The ubiquitous interaction between humans and computing systems has been fueled by the availability of pervasive devices such as mobiles, wearables, and kiosks. Recognizing its potential, the research proposals have started to exploit the sensing capabilities of devices and human mobility. The idea of participatory sensing was proposed to gather information about physical environments through large groups of people [80]. Generally, through an open call, the people are encouraged to provide specific data points mostly in the form in images or measurements. The idea is further extended to mobile phone based sensing with mobile crowdsourcing. Crowds of people allow collection large-scale sensory information about our physical world through their mobile phones, where the data collection can be explicit or implicit [41].

Crowd-powered sensing allows collection of data where deployment and maintenance of sensors would have been difficult otherwise. The difficulty might arise due to the scale of the sensing environment, dynamic nature of the environment, or even the requirements of the sensing task. To further illustrate the point, consider the situation where high-resolution pictures of buildings are required to study their specific features. This sensing task is difficult and
prohibitively expensive with computerized sensors; therefore, it makes more sense to involve a set of workers to perform the task. EpiCollect [81] is one such system that allows data collection from geographical locations using mobile-enabled crowdsourcing (see Figure 2.3). In summary, the use of humans for sensing a situation or environment for a purpose-built application is considered a valid use of crowdsourcing. Crowdsourcing, in this case, enables access to distributed human affordances for enabling parallelized and diverse sensing.

### 2.1.3 Citizen Actuation

The majority of crowdsourcing research has focused on computational and sensing aspects of utilizing humans in support of computing. It is also recognized that more and more applications are also starting to control the state of the environment in response to sensing and computation. Citizen actuation uses humans for performing actions in the physical environment when mechanical actuators are costly to deploy or the environment is constantly changing [6, 82, 83]. The applications of citizen actuation are limited so far but are expected to grow. For instance, a recent mobile application allowed city administrators to control the behavior of crowds in large events using direct messaging [84]. Crowdsourcing, in this case,
enables access to distributed human motor capabilities for enabling targeted and accurate actuation in a dynamic physical environment (see Figure 2.4). Another application considers the use of human actuators to control smart environment such as intelligent buildings [85].

2.2 Crowdsourcing in the Physical World

In recent years, researchers have started to explore the application and problems at the junction of ubiquitous computing and crowdsourcing. A significant feature of such form of crowdsourcing in the spatial nature of tasks. The literature in this area focuses on using pervasive and mobile devices to engage workers while being aware of the spatial and non-spatial context of tasks and workers. The underlying intuition is to make tasks easily available to workers without the need for them to constantly sit in front of a desktop or laptop. As a consequence, the spatial mobility of workers is exploited to solve problems that need interaction with the physical world. Different prospectives of physically situated crowdsourcing have emerged over last few years, and each of these perspectives focuses on computation, sensing, or actuation. A non-exhaustive list of major perspectives in literature is provided here to highlight the heterogeneity of tasks and applications.
2.2.1 Spatial Crowdsourcing

Spatial crowdsourcing involves using crowd workers to perform tasks that are associated with physical locations [13, 37]. The majority of research work in this perspective have been lead by the Database and Geographic Information Systems communities [13, 36, 37, 86]. The general focus of this perspective is to collect spatial data; therefore, the motivation scenarios are based on volunteered geographic information. Another example of spatial crowdsourcing is the Ushahidi\(^3\)—a crowdsourcing platform that was used for mapping disaster hit regions during the 2010 earthquake in Haiti with the help of volunteering workers. A commercial example of spatial crowdsourcing is the TaskRabbit\(^4\)—an online marketplace for crowdsourcing spatial tasks in exchange for small payments. TaskRabbit is a continuously running system where tasks and workers dynamically arrive on the platform over time; on the other hand, the Ushahidi is designed for one-off crowdsourcing campaigns.

2.2.2 Mobile Crowdsourcing

Mobile crowdsourcing is a subclass of spatial crowdsourcing that uses the smartphones carried by people as the primary interaction mechanism with crowds. The main contributions in this perspective have been published in the field of Human-Computer Interaction; therefore, interaction mechanisms and user interface design are the primary focus of research. Typical application scenarios include shop audits, package delivery, etc [20]. Commercial examples of mobile applications based on the concept of mobile crowdsourcing include TaskRabbit

\(^3\)http://www.ushahidi.com
\(^4\)http://www.taskrabbit.com
and FieldAgent.

### 2.2.3 Mobile Crowd Sensing

While spatial crowdsourcing and mobile crowdsourcing focus on directly involving human workers in the computational process, *Mobile crowd sensing* takes a different perspective where the crowd contributions are results of implicit interaction with smartphone carried by people [87–90]. Since modern smartphones are equipped with motion sensors, cameras, and barometers, mobile crowd sensing is aimed at exploiting these sensing capabilities opportunistically to gather data about an environment. The majority of research on mobile crowd sensing is published by researchers in the fields of Mobile Networks and Pervasive Computing.

### 2.2.4 Other Perspectives

Other related perspectives of spatial crowdsourcing have also been proposed for specific application domains. Ross proposed the concept of *pervasive human computation* while describing the use of human intelligence in the daily routine of people [91]. Zambonelli proposed the application for ubiquitous crowdsourcing in an urban environment, also known as *pervasive urban crowdsourcing* [6]. This discussion on different perspectives of crowdsourcing in the physical world also underlines the variety of formalizations and modeling approaches in the relatively nascent field of crowdsourcing. The focus of this thesis remains spatial crowdsourcing which serves as a generalization of other perspectives.
Table 2.2: Overview of the crowdsourcing literature that uses pull task routing method

<table>
<thead>
<tr>
<th>Article</th>
<th>Year</th>
<th>Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu et al. [92]</td>
<td>2005</td>
<td>Question Answering</td>
</tr>
<tr>
<td>Cosley et al. [93]</td>
<td>2007</td>
<td>Wiki Editing</td>
</tr>
<tr>
<td>Guo et al. [94]</td>
<td>2008</td>
<td>Questing Answering</td>
</tr>
<tr>
<td>Hu et al. [95]</td>
<td>2008</td>
<td>Question Answering</td>
</tr>
<tr>
<td>Qu et al. [96]</td>
<td>2009</td>
<td>Question Answering</td>
</tr>
<tr>
<td>Zhou et al. [97]</td>
<td>2009</td>
<td>Internet Forums</td>
</tr>
<tr>
<td>Yuan et al. [98]</td>
<td>2009</td>
<td>Wiki Editing</td>
</tr>
<tr>
<td>Jamjoom et al. [99]</td>
<td>2009</td>
<td>Knowledge Management</td>
</tr>
<tr>
<td>Li and King [100]</td>
<td>2010</td>
<td>Question Answering</td>
</tr>
<tr>
<td>Kao et al. [101]</td>
<td>2010</td>
<td>Question Answering</td>
</tr>
<tr>
<td>Liu et al. [102]</td>
<td>2010</td>
<td>Question Answering</td>
</tr>
<tr>
<td>Castro-Herrera [103]</td>
<td>2010</td>
<td>Internet Forums</td>
</tr>
<tr>
<td>Horowitz and Kamvar [104]</td>
<td>2010</td>
<td>Social Search</td>
</tr>
<tr>
<td>Welinder et al. [105]</td>
<td>2010</td>
<td>Crowdsourced Labeling</td>
</tr>
<tr>
<td>Karger et al. [35]</td>
<td>2011</td>
<td>Crowdsourced Labeling</td>
</tr>
<tr>
<td>Karger et al. [54]</td>
<td>2011</td>
<td>Crowdsourced Labeling</td>
</tr>
<tr>
<td>Dror et al. [106]</td>
<td>2011</td>
<td>Question Answering</td>
</tr>
<tr>
<td>Zhu et al. [107]</td>
<td>2011</td>
<td>Question Answering</td>
</tr>
<tr>
<td>Ambati et al. [108]</td>
<td>2011</td>
<td>General Crowdsourcing</td>
</tr>
<tr>
<td>Riahi et al. [109]</td>
<td>2012</td>
<td>Question Answering</td>
</tr>
<tr>
<td>Zhou et al. [110]</td>
<td>2012</td>
<td>Question Answering</td>
</tr>
<tr>
<td>Yan and Zhou [111]</td>
<td>2012</td>
<td>Question Answering</td>
</tr>
<tr>
<td>Liu and Hao [112]</td>
<td>2012</td>
<td>Question Answering</td>
</tr>
<tr>
<td>Zhang et al. [113]</td>
<td>2012</td>
<td>Prediction</td>
</tr>
<tr>
<td>Satzger et al. [114]</td>
<td>2013</td>
<td>General Crowdsourcing</td>
</tr>
<tr>
<td>Deng et al. [36]</td>
<td>2013</td>
<td>Spatial Crowdsourcing</td>
</tr>
<tr>
<td>Goel et al. [115]</td>
<td>2014</td>
<td>General Crowdsourcing</td>
</tr>
<tr>
<td>Lin et al. [116]</td>
<td>2014</td>
<td>General Crowdsourcing</td>
</tr>
<tr>
<td>Jung [117]</td>
<td>2014</td>
<td>General Crowdsourcing</td>
</tr>
<tr>
<td>Yuen et al. [118]</td>
<td>2015</td>
<td>General Crowdsourcing</td>
</tr>
</tbody>
</table>

2.3 Task Routing: Pull versus Push

It has been established that the reliability and expertise of workers do matter for the success of crowdsourcing systems [4, 22, 71]. This is especially true for spatial
tasks and knowledge-intensive tasks. The platform can intervene to ensure the utility of tasks by controlling the assignment process. The process can be designed to ensure match tasks and worker in more intelligent ways. This intervention should lead to the high utility as compared to assigning task to workers randomly. This problem has been referred to as the task routing problem [4]. There are two high-level categories of task routing methods: the push method and the pull method.

The pull method assumes a passive role for the platform which supports worker in their search for tasks. It is assumed that workers are capable of finding right tasks when appropriate searching and browsing tools are made available. In the spatial crowdsourcing literature, this method has been referred to as worker selected tasks [13]. Table 2.2 list the major research articles that employ a pull-based method for task routing. Notably, the majority of articles are addressing crowdsourcing scenarios in question answering systems and generalized crowdsourcing. This is primarily due to the adoption of techniques used in recommendation systems for task recommendation.

The push method is completely controlled algorithmically without leveraging human intelligence. Hence the platform has an active decision-making role and worker are passive receivers of tasks. In the spatial crowdsourcing literature this method has been referred to as server assigned tasks (SAT) [13, 25]. Depending on the uncertainty of information about tasks and workers, the push method can be formulated as an optimization problem, a learning problem or a combination of both. Table 2.3 lists the existing research works that use push based method for task routing in crowdsourcing. This method has been mostly used in spatial crowdsourcing and mobile crowd sensing. This primarily due to the passive nature of human interaction in mobile crowd sensing, since the sensing tasks can be
Table 2.3: Overview of the crowdsourcing literature that uses push task routing method

<table>
<thead>
<tr>
<th>Article</th>
<th>Year</th>
<th>Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kazemi [119]</td>
<td>2012</td>
<td>Spatial Crowdsourcing</td>
</tr>
<tr>
<td>Ho and Vaughan [51]</td>
<td>2012</td>
<td>Crowdsourced Classification</td>
</tr>
<tr>
<td>Tran-Thanh et al. [120]</td>
<td>2013</td>
<td>Crowdsourced Classification</td>
</tr>
<tr>
<td>Boutsis and Kalogeraki [121]</td>
<td>2013</td>
<td>Crowdsourced Classification</td>
</tr>
<tr>
<td>Chen et al. [122]</td>
<td>2013</td>
<td>Crowdsourced Classification</td>
</tr>
<tr>
<td>Difallah et al. [123]</td>
<td>2013</td>
<td>Knowledge Management</td>
</tr>
<tr>
<td>Kazemi et al. [124]</td>
<td>2013</td>
<td>Spatial Crowdsourcing</td>
</tr>
<tr>
<td>Dang et al. [86]</td>
<td>2013</td>
<td>Spatial Crowdsourcing</td>
</tr>
<tr>
<td>Abraham et al. [50]</td>
<td>2013</td>
<td>Crowdsourced Classification</td>
</tr>
<tr>
<td>Ho et al. [52]</td>
<td>2013</td>
<td>Crowdsourced Classification</td>
</tr>
<tr>
<td>Hassan and Curry [60]</td>
<td>2013</td>
<td>Knowledge Management</td>
</tr>
<tr>
<td>Cheng et al. [38]</td>
<td>2015</td>
<td>Spatial Crowdsourcing</td>
</tr>
<tr>
<td>To et al. [37]</td>
<td>2014</td>
<td>Spatial Crowdsourcing</td>
</tr>
<tr>
<td>Boutsis and Kalogeraki [125]</td>
<td>2014</td>
<td>Crowdsourced Classification</td>
</tr>
<tr>
<td>Tarasov et al. [49]</td>
<td>2014</td>
<td>Crowdsourced Regression</td>
</tr>
<tr>
<td>Tran-Thanh et al. [126]</td>
<td>2014</td>
<td>Crowdsourced Classification</td>
</tr>
<tr>
<td>Tran-Thanh et al. [47]</td>
<td>2014</td>
<td>Expert Crowdsourcing</td>
</tr>
<tr>
<td>He et al. [127]</td>
<td>2014</td>
<td>Mobile Crowd Sensing</td>
</tr>
<tr>
<td>Zhang et al. [128]</td>
<td>2014</td>
<td>Mobile Crowd Sensing</td>
</tr>
<tr>
<td>Hassan and Curry [32]</td>
<td>2014</td>
<td>Spatial Crowdsourcing</td>
</tr>
<tr>
<td>Simpson and Roberts [129]</td>
<td>2015</td>
<td>Crowdsourced Classification</td>
</tr>
<tr>
<td>To et al. [25]</td>
<td>2015</td>
<td>Spatial Crowdsourcing</td>
</tr>
<tr>
<td>Hassan and Curry [33]</td>
<td>2015</td>
<td>Spatial Crowdsourcing</td>
</tr>
<tr>
<td>Fan et al. [130]</td>
<td>2015</td>
<td>Knowledge Management</td>
</tr>
<tr>
<td>Roy et al. [131]</td>
<td>2015</td>
<td>Knowledge Management</td>
</tr>
<tr>
<td>Wang et al. [132]</td>
<td>2015</td>
<td>Mobile Crowd Sensing</td>
</tr>
<tr>
<td>Xiong et al. [133]</td>
<td>2015</td>
<td>Mobile Crowd Sensing</td>
</tr>
<tr>
<td>Yao et al. [134]</td>
<td>2015</td>
<td>Mobile Crowd Sensing</td>
</tr>
<tr>
<td>Xiao et al. [135]</td>
<td>2015</td>
<td>Mobile Crowd Sensing</td>
</tr>
<tr>
<td>Cheung et al. [136]</td>
<td>2015</td>
<td>Mobile Crowd Sensing</td>
</tr>
<tr>
<td>Miao et al. [137]</td>
<td>2015</td>
<td>Mobile Crowd Sensing</td>
</tr>
<tr>
<td>Zhou et al. [138]</td>
<td>2015</td>
<td>Mobile Crowd Sensing</td>
</tr>
<tr>
<td>Chen et al. [26]</td>
<td>2015</td>
<td>Spatial Crowdsourcing</td>
</tr>
<tr>
<td>Hassan and Curry [34]</td>
<td>2016</td>
<td>Spatial Crowdsourcing</td>
</tr>
</tbody>
</table>
performed by mobile devices without the need of active attention from the user. Note that the research on push method is fairly recent (last 3 years). This thesis focuses the design of intelligent assignment algorithms for the push method in spatial crowdsourcing.

2.4 Evolution of the Assignment Problem

This section provides an introductory overview of the well-known assignment problem. It provides a state-of-the-art review of existing theoretical research on the assignment problem and its dynamic variants. The objectives of this overview are to highlight the state of existing theoretical research and to provide a theoretical grounding for the algorithms presented in this thesis.

Matching and assignment problems are commonly encountered in various real life situations; these problems have been studied extensively since early 20th century [139–141]. Matching problems are often concerned with bipartite graphs. Let $G = (U, V, E)$ be a balanced bipartite graph with two sets of vertices $U$ and $V$ such that $|U| = |V| = n$. The set of edges $E = \{e_{i,j} \mid 1 \leq i, j \leq n\}$ connects each vertex in $U$ with every vertex in $V$; therefore, $G$ is a complete bipartite graph. Finding a maximum cardinality bipartite matching is the most fundamental theoretical problem [139]. Votaw and Orden first introduced the classic assignment problem (AP) [142] in which each edge $e_{i,j}$ is associated with a cost $c_{i,j}$ and the objective is to find a minimum cost perfect matching in $G$. Kuhn proposed the famous Hungarian algorithm that solves the AP problem in polynomial time [143]. Since then a series of extensions of the AP have been proposed to address problems under different variables, constraints, and optimization objectives, for instance, semi-assignment and quadratic assignment problems (see [141] for a
Table 2.4: An overview of the matching and assignment problems.

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Partially Dynamic</th>
<th>Fully Dynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic</td>
<td>Online bipartite matching [144, 145]</td>
<td>Two-sided online bipartite matching [146]</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Adwords problem [147]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Display ads problem [145]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Online vertex-weighted bipartite matching [148]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Online weighted bipartite matching [149–151]</td>
<td></td>
</tr>
<tr>
<td>Probabilistic</td>
<td>Online stochastic matching [61, 62]</td>
<td>Dynamic assignment problem [152]</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Online stochastic generalized assignment problem [153]</td>
<td></td>
</tr>
</tbody>
</table>

detailed review).

Unlike the classic AP, real-world applications have two important aspects: *uncertainty* and *dynamism* [154]. Uncertainty relates to the information available about the assignment outcomes at the time of assignment decisions. For example, the weights of edges in $G$ might indicate the probability of the successful completion of an assigned task. The dynamism relates to the fact that in some applications the information about vertices or edges changes over time. For instance, in some crowdsourcing applications the tasks might arrive dynamically over time; hence, the set of task vertices is dynamic over time.

The classic assignment problem falls into the deterministic knowledge and *static task assignment* category, where all vertices, edges, and edge weights are available at the time of assignment. The *robust assignment problem* (RAP) concerns solving the assignment problem under uncertainty and sits in the probabilistic knowledge and static task assignment category. In this case, the available information about the outcome of an assignment is probabilistic, and the vertices, edges and edge probabilities do not evolve over time.

Real world systems in general and crowdsourcing systems specifically are
dynamic in nature. Therefore, it becomes necessary to consider dynamic task assignment for the formulation of the assignment process. Table 2.4 categorizes the existing formulations of the assignment processes according to their consideration of dynamism and uncertainty. The assignment process can be either partially or fully dynamic. The uncertainty is defined in terms of the assumption about the outcomes of assignments i.e. deterministic knowledge, probabilistic knowledge, or observed knowledge. The rest of this chapter summarizes the existing formulations of the assignment process for deterministic and probabilistic knowledge assumptions.

For the crowdsourcing perspective, the adaptive assignment processes consider the situation when even the probabilities of assignment success are not available at the time of assignment decisions [21]. Subsequently, the assignment algorithms must learn from the success or failure of previous assignment decisions. The primary challenge of the adaptive assignment is to balance the optimization and learning i.e. how much learning is required to maximize the objective of assignment and when the learning should be scheduled during the execution. This observed knowledge assumption for dynamic assignment process is further discussed in Chapter 3.

2.4.1 Deterministic & Partially Dynamic

The online bipartite matching (OBM) considers the situation when the vertices of set $U$ are fixed and the vertices of set $V$ arrive dynamically and the knowledge about the corresponding edges becomes available at the time of vertex arrival [144, 149, 150]. In this case, the problem becomes difficult due to the uncertainty of the sequence of vertex arrivals. The OBM has been studied under various assumptions about the distribution of vertex arrivals. In adversarial arrivals it is assumed that
no information is provided about the time and sequences of vertex arrivals; with stochastic arrivals the vertices are sampled from a known probability distribution. The performance of such online algorithms is studied using competitive analysis against optimal offline algorithms [155].

2.4.2 Deterministic & Fully Dynamic

The two-sided online bipartite matching (TOBM) considers the case when vertices of both sets \( U \) and \( V \) arrive dynamically over time [146]. In this case, the edges for each vertex are revealed upon its arrival. So far, the TOBM has received little attention in terms of theoretical analysis. Recent results have focused on the study of TOBM problem in the context of market clearing applications where both buyers and sellers arrive online [146].

2.4.3 Probabilistic & Partially Dynamic

The online stochastic matching (OSM) [61, 62] problem extends the OBM to the situation when the success of a matching is probabilistic. In this case, the vertices of set \( V \) arrive dynamically. Upon each arrival, the edges of their neighbors in the set \( U \) are reveal as well as their associated probabilities. The online stochastic generalized assignment problem (OSGAP) problem is a generalization of the OSM problem where the matching constraints at removed to allow budget constraints [153].

2.4.4 Probabilistic & Fully Dynamic

Dynamic assignment problem (DAP) also considers dynamic arrivals of vertices but with probabilistic knowledge [152]. Therefore, the key difference is that the OBM
considers deterministic knowledge about assignment outcomes and DAP considers probabilistic knowledge. Spivey and Powell formulated the original DAP as a Markov decision process and proposed adaptive algorithms that used the observed history of assignment outcomes [152].

2.5 Chapter Summary

This chapter first focused on highlighting the different purposes of crowdsourcing. Then an analysis of crowdsourcing in the physical world was provided. The analysis motivates the fundamental demands for effective task assignment processes. Specifically due to the heterogeneity and dynamism in terms of spatial and temporal dimensions of crowdsourcing in the physical world. Such demands strongly impact the effectiveness of existing approaches for task assignment. At the center of this challenge is the need to develop algorithms for real-world deployments of spatial crowdsourcing.

The chapter also provided a brief introduction to the assignment problem and its static variants, following a detailed discussion on dynamic variants. This provides an overview of the current state of research literature dealing with theoretical foundations of dynamic task assignment under different levels of uncertainty. There is a lack of categorization to express different requirements of adaptive task assignment.

In fact, the existing research on spatial crowdsourcing is limited to the assumptions of probabilistic knowledge and dynamic arrivals of workers. This chapter introduced another level of uncertainty in spatial crowdsourcing i.e. observed knowledge assumption. This assumption defines the need for learning based algorithms for adaptive task assignment. Next chapter provides an initial
classification of literature on adaptive task assignment in crowdsourcing. This classification helps in understanding the challenges of adaptive task assignment and scope the evaluation methodologies used by existing approaches.
Chapter 3

Related Literature

“As far as the laws of mathematics refer to reality, they are not certain; and as far as they are certain, they do not refer to reality.”

Geometry and Experience

ALBERT EINSTEIN

The general focus of this thesis is crowdsourcing in the physical world, where a platform distributes spatially situated tasks to workers using their mobile devices. The spatial nature of tasks and the physical mobility of workers differentiates spatial crowdsourcing systems from the traditional crowdsourcing systems. One of the main challenges of spatial crowdsourcing is the heterogeneity of tasks and workers. On one hand, tasks are associated with different locations which may require certain expertise. On the other hand, workers are generally mobile as well as sometimes unreliable. Matching dynamically arriving tasks with a dynamic pool of workers is a fundamental challenge of spatial crowdsourcing. Due to uncertain
nature of the real-world, practical spatial crowdsourcing systems must make assignment decisions with partial information. The majority of task assignment techniques in crowdsourcing focus on the dynamic task assignment [39] that assumes probabilistic knowledge about assignment decisions. This thesis argues the need to address the adaptive task assignment under observed knowledge assumption [21]. Under this assumption, the assignment algorithm only has access to the outcome of assignment decisions in the form of observed task completion.

Chapter 1 provided a summary discussion on the dimensions of adaptive task assignment in spatial crowdsourcing. This chapter provides an overview of dynamic task assignment and adaptive task assignment in both spatial and non-spatial crowdsourcing. Since the research in non-spatial crowdsourcing is relatively more advanced when compared to spatial crowdsourcing, the literature analysis concentrates on studying existing approaches for adaptive task assignment in non-spatial crowdsourcing. It is worth mentioning that the research area of crowdsourcing is still in its infancy and there is a general lack of unifying theories and algorithms that are applicable to different applications of crowdsourcing. As a consequence, the task assignment approaches are still designed for specific types of applications or crowdsourcing tasks. Section 3.1 discusses the primary dimensions of adaptive task assignment in crowdsourcing. Section 3.2 analyzes the major research works in non-spatial crowdsourcing. Section 3.3 analyzes the major research works in spatial crowdsourcing.

3.1 Dimensions of Adaptive Task Assignment

Section 1.2 introduced the four fundamental dimensions of adaptive task assignment, as illustrated in Figure 3.1. This section revisits these dimensions
from spatial crowdsourcing perspective, as evidenced by explicit and implicit discussion in existing literature [21, 22, 39]. The following list briefly discusses each dimension:

- **Optimization Objectives**: The first dimension is concerned with the definition of an optimization objective that quantifies the utility of spatial crowdsourcing. In this regard, the maximization of task completion rate is the primary objective and minimization of average travel costs is the secondary objective.

- **Learned Variables**: The second dimension is related to the design of knowledge structures and learning methods for approximation of assignment success. The design must be driven by the fact that reliability and expertise of workers, in spatial crowdsourcing, are dependent upon the spatial and non-spatial context of corresponding task and worker.

- **Contextual Information**: The third dimension concerns the context of tasks and workers. Unlike web-based crowdsourcing, the context of tasks
Table 3.1: Overview of the existing literature on adaptive task assignment in non-spatial crowdsourcing.

<table>
<thead>
<tr>
<th>Source</th>
<th>Optimization Objectives</th>
<th>Learned Variables</th>
<th>Context Information</th>
<th>Assignment Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online learning for adaptive task assignment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dekel et al. [156]</td>
<td>Accuracy</td>
<td>Reliability</td>
<td></td>
<td>Task Redundancy</td>
</tr>
<tr>
<td>Abraham et al. [50]</td>
<td>Accuracy</td>
<td>Reliability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tran-Thanh et al. [47]</td>
<td>Cardinality</td>
<td>Reliability</td>
<td></td>
<td>Incentives Budget</td>
</tr>
<tr>
<td>Tarasov et al. [49]</td>
<td>Accuracy</td>
<td>Reliability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline learning for adaptive task assignment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ho et al. [52]</td>
<td>Accuracy</td>
<td>Reliability</td>
<td>Task Types</td>
<td>Worker Capacity</td>
</tr>
</tbody>
</table>

and workers also include spatial and temporal information. Exploiting this information for optimization and learning distinguishes the design of assignment algorithms in spatial crowdsourcing.

- **Assignment Constraints**: The fourth dimension covers the constraints specific to tasks or workers. For instance, the number of tasks per worker may be constrained to distribute workload between workers. Conversely, workers may specify the spatial regions they want to be limited to for performing tasks.

3.2 Non-spatial Crowdsourcing

Table 3.1 compares existing literature regarding the primary dimensions of the adaptive task assignment in non-spatial crowdsourcing. The majority of the research work for non-spatial crowdsourcing focuses on using workers for generating true labels for data items in machine learning. The reliability of workers is defined as the accuracy of labels they submit for classification tasks [51], regression tasks [49], or survey tasks [50]. Recent works have proposed
adaptive task assignment techniques based on the estimated reliabilities of workers [49, 50, 52]. These works are differentiated from each other based on the problem formulation, the types of constraints, and learning approach. For the purpose of analysis, these works are categorized according to the learning approaches:

- **Online learning for adaptive task assignment**
- **Offline learning for adaptive task assignment**

In the following, existing research works in each of these categories are further discussed and summarized.

### 3.2.1 Online Learning for Adaptive Task Assignment

Online learning approaches interweave the learning with assignment decisions [55]. As a result, there is not a clear distinction between exploration and exploitation.

**Dekel et al. [156]**

Dekel et al. considered the online binary classification with crowd workers [156]. The proposed formulation considers the dynamic arrival of tasks and access to a pool of workers with heterogeneous reliability. They formulated the adaptive task assignment as an extension to the *online selection sampling* problem [157]. The goal is to design algorithms that predict accurate labels for classification instances and learn from the available workers. Each query to a teacher imposes a cost such that overall costs need to be minimized. Furthermore, it is assumed that workers have differing expertise on classification instances. They might provide inaccurate labels to instances outside of their expertise area.
Dekel et al. proposed two selection algorithms for the estimating the expertise of workers and generating accurate predictions. For each task, the first algorithm only decides between choosing all available workers for learning or none at all. The second algorithm selects a subset of workers if needed to improve the predictions. Authors also provided a theoretical analysis of the algorithms in terms of bounds on performance regret and costs of queries to workers. Besides theoretical analysis, a simulation-based methodology was used to evaluate the performance of proposed algorithms. Three baseline algorithms based on different levels of prior information were used for comparative evaluation. The simulations were seeded using real-world dataset for relevance judgment from a commercial search engine. The expertise of a worker was simulated using offline linear classifiers on subsets of original data.

The empirical performance of proposed algorithms was evaluation in terms of the average error rate. The first set of experiments studied the performance of baseline algorithms on four different simulation scenarios. The second set of experiments compared the proposed algorithms against baselines by varying the average number of queries per workers. The results establish the higher performance of the proposed algorithm when the number of workers is relatively small.

Abraham et al. [50]

Abraham et al. proposed the bandit survey problem (BSP) that aims to find the correct answers to multiple choice questions [50]. Their proposed formulation addresses both task assignment as well as optimal stopping problem for crowdsourcing of survey tasks. The proposed problem defines a distribution over the correctness of answers provided by the crowd among available choices. The BSP
is formulated as a variation of the bandit problem. During each time instance, a crowd is chosen for each survey task. It is differentiated from the bandit problem because the outcome of each assignment decisions is the crowd opinion instead of a reward. The optimization objective of the BSP is to trade-off the total cost and error rate.

Abraham et al. provided a theoretical analysis of the BSP using two benchmarks: deterministic and randomized [50]. They propose two crowd selection algorithms with provable guarantees against the deterministic benchmark. Furthermore, it is shown that the randomized benchmark outperforms the deterministic benchmark in special cases. Besides theoretical analysis, a simulation-based methodology was used to evaluate the performance of proposed algorithms. The simulations were initialized using a synthetic dataset.

The empirical performance of proposed algorithms was measured in terms of the average cost and average error rate. The first set of experiments studied the effects of quality threshold on the performance of single crowd stopping rule. The second set of experiments compares the proposed algorithms against a naive approach. The performance comparisons were performed by varying the workloads and quality threshold.

Tran-Thanh et al. [47]

Tran-Thanh et al. proposed the bounded bandit problem that considers identification of best workers with a limited set of tasks [47]. The proposed problem was mapped to the expert crowdsourcing scenarios where each task involves complex development activities. The proposed problem extends the bandit problem with budget constraints. More specifically, each round of play is associated with a cost that is limited by the overall budget constraint.
Tran-Thanh et al. proposed an online algorithm for bounded bandit problem based on a semi-uniform heuristic. A theoretical analysis showed sub-linear performance regret of the proposed algorithm. The proposed algorithm was also evaluated against a set of benchmark algorithms. A simulation-based methodology was followed to experiment with different settings of the bounded bandit problem. The simulations were seeded using a real-world dataset gathered from the commercial oDesk platform. The reliability of workers was established based on actual ratings they received on the platform.

The performance of algorithms was compared in terms of the total quality and costs over all tasks. The first set of experiments studied the effects of varying budget constraint on the performance of algorithms. The second set of experiments looked at different sizes of worker pool and their effect on performance. The final set of experiments investigated the effects of the trade-off between quality and cost on the performance.

Tarasov et al. [49]

Tarasov et al. proposed an adaptive task assignment for dynamic estimation of worker reliabilities [49]. Their proposed approach considers dynamic arrivals of workers for a static set of regression tasks. The objective of assignment algorithms is to estimate the worker reliabilities without using gold standard tasks. Their proposed approach maps the reliability estimation problem to the bandit problem. The selection of exploration versus exploitation tasks is controlled through learning heuristics.

Authors proposed two assignment algorithms based on online learning heuristics [49]. The algorithms were evaluated against two baseline algorithms: a naive algorithm using first-come-first-served policy and an optimal algorithm.
with access to all assignment outcomes. A simulation based methodology was employed to experiment with the dynamism of workers. The simulations were initialized from regression tasks generated from an audio-visual speech database with responses provided by the crowd. The gold standard responses for tasks were generated manually.

The performance of proposed algorithms was evaluated in terms of the error rate, the costs, and the execution time. The first set of experiments studied the performance of algorithms with constant availability of workers. The second set of experiments compared algorithms when workers have intermittent availability. The third set of experiments considered the effects of varying the number of workers assigned per task.

### 3.2.2 Offline Learning for Adaptive Task Assignment

Offline learning approaches follow a two-phased approach [55]. The exploration phase estimates the worker reliabilities through test tasks. Usually, the same set of gold standard tasks is used for all new workers. The exploitation phase uses those estimates for making assignment decisions on real tasks.

**Ho et al. [52]**

Ho et al. considered crowdsourcing for binary classification where tasks are heterogeneous [52]. The proposed formulation considers a pool of tasks and the dynamic arrival of workers. The goal of assignment algorithms is to match a set of tasks with each worker arrival. They formulated the adaptive task assignment problem where the optimization objective is to minimize costs given constraints on the minimum accuracy of classification and the capacity of workers.

Authors employed online primal-dual methods to propose an adaptive task
assignment algorithm. Competitive analysis of the proposed algorithm showed that it is competitive with the optimal offline algorithm. A simulation-based methodology was used to establish the empirical performance of the proposed algorithm. The simulations were seeded using a synthetic dataset. The synthetic dataset was generated by varying the reliabilities of a worker on different tasks. The proposed algorithm was compared against a baseline message-passing inference algorithm that follows a non-adaptive task assignment strategy [54].

The performance of algorithms was evaluated in terms of the error rate. The first set of experiments studied the effects of varying the total number of assignments with uniform and diverse workers. The second set of experiments looked at heterogeneity of tasks and its effect on the performance.

### 3.2.3 Comparative Analysis

Apart from being focused on the spatial crowdsourcing, the work in this thesis is differentiated from these works from three key perspectives.

- The proposed formulation in this thesis considers dynamic arrivals of both tasks and workers; whereas, most of the existing approaches for non-spatial tasks are limited to dynamic arrival for either tasks or workers.

- The goal of assignment algorithms is to optimize the reliability and travel costs. By comparison, above discussed proposals only optimize one objective while imposing constraints on the other objective.

- This thesis also considers the situation where the number of tasks is not fixed in advance; therefore, enabling adaptive task assignment in long-running crowdsourcing system.
Table 3.2: Overview of the existing literature on dynamic task assignment in spatial crowdsourcing.

<table>
<thead>
<tr>
<th>Source</th>
<th>Optimization Objectives</th>
<th>Contextual Information</th>
<th>Assignment Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Deterministic knowledge for dynamic task assignment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kazemi and Shahabi [13]</td>
<td>Assigned Tasks, Travel Costs</td>
<td>Locations</td>
<td>Worker Capacity, Worker Spatial Region</td>
</tr>
<tr>
<td>To et al. [25]</td>
<td>Expertise Match, Travel Costs</td>
<td>Locations</td>
<td>Worker Capacity, Worker Spatial Region</td>
</tr>
<tr>
<td>Deng et al. [36]</td>
<td>Assigned Tasks</td>
<td>Locations</td>
<td>Worker Spatial Region</td>
</tr>
<tr>
<td><strong>Probabilistic knowledge for dynamic task assignment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To et al. [37]</td>
<td>Reliability</td>
<td>Locations</td>
<td></td>
</tr>
<tr>
<td>Cheng et al. [38]</td>
<td>Reliability, Diversity</td>
<td>Locations, Worker Velocity</td>
<td></td>
</tr>
<tr>
<td>Chen et al. [26]</td>
<td>Reliability</td>
<td>Locations</td>
<td>Travel Time</td>
</tr>
</tbody>
</table>

### 3.3 Spatial Crowdsourcing

Spatial crowdsourcing entails relatively different assignment approaches due to the spatial nature of tasks and longer durations of time required to perform tasks. Notably, none of the existing approaches address the requirements of adaptive task assignment. Instead, the closely related existing approaches focus on dynamic task assignment as summarized in Table 3.2. These approaches are categorized according to the assumptions of uncertainty:

- **Deterministic knowledge for dynamic task assignment**

- **Probabilistic knowledge for dynamic task assignment**

In the following, prominent research works in each of these categories are further summarizes.
3.3.1 Deterministic Knowledge for Dynamic Task Assignment

The majority of existing research works have considered deterministic knowledge assumption for dynamic task assignment. The commonality among proposed approaches is the use of optimization constraints for the inclusion of worker preferences and task requirements. Most of the proposed approaches are evaluated using an offline simulation methodology. In the following, a set of research works under this category are described that are closely related to this thesis.

Kazemi and Shahabi [13]

Kazemi and Shahabi proposed the maximum task assignment (MTA) problem for SAT-based spatial crowdsourcing [13]. The MTA aims to maximize the number of assigned tasks over multiple rounds of assignment. The MTA problem formalizes two constraints for workers: spatial region and task capacity. A dynamic version of the MTA was considered with no knowledge of future task and worker arrivals in a round. The dynamic MTA was reduced to the maximum network flow problem. A greedy approach was proposed to solve the dynamic MRA problem using Ford-Fulkerson algorithm [158]. The greedy approach was improved with two spatial heuristics for prioritizing tasks: least location entropy and nearest neighbor.

The scalability and the effects of constraints on the performance of proposed approaches were evaluated. The primary metrics used for performance evaluation were the number of assigned tasks and average travel costs. A set of offline experiments were performed using a simulation based methodology. The simulations were initialized using synthetic and real-world data. The real-world data was extracted from a location-based social network i.e. Gowalla. The first
experiment evaluated the scalability by varying the number of tasks over the same period. The second experiment evaluated the effects of worker capacity constraint. The third experiment evaluated performance when the spatial region constraint for workers was increased.

The MTA problem is constructed with some unrealistic assumptions. It does not consider the probabilistic nature of task completion after assignment. The need to specify constraints, such as tasks capacity and spatial region, puts an extra cognitive load on workers. The MTA problem is also limited due to no differentiation between tasks.

To et al. [25]

To et al. proposed the maximum score assignment (MSA) problem for SAT-based spatial crowdsourcing [25]. The MSA extends the MTA with worker expertise of different task types. The optimization objective of MSA is to maximize the expertise score for matches made between tasks and workers. The dynamic MSA problem was reduced to the maximum weight bipartite matching problem, with the unit capacity assumption for workers. A greedy approach was proposed to solve the dynamic MSA problem using the Hungarian algorithm [143]. The greedy approach was extended with two spatial heuristics to improve global performance: least location entropy and close distance priority.

The performance of proposed approaches was evaluated in terms of three metrics: the average expertise score per round, the average number of assignments per round, and average travel cost. Offline simulation based experiments were performed. The datasets used for initializing the simulation include synthetically generated data and location-based social network data. The first sets of experiments evaluated the scalability of our proposed approaches.
These experiments varied the average number of eligible workers per task and the average number of available tasks per worker. The second set of experiments evaluated the impacts of the workers’ constraints on the performance of approaches. The final experiment compared the performance of proposed approach against the well-known Ranking algorithm [144].

The MSA problem is also limited in its applicability due to deterministic knowledge assumption. The close distance priority heuristic showed the overall best results for all metrics. However, this approach may suffer from computational complexity due to the need to solve an integer program in its second phase. The experimental evaluation did not provide a performance comparison of approaches in terms of execution time.

Deng et al. [36]

Deng et al. proposed the maximum task scheduling (MTS) for WST-based spatial crowdsourcing [36]. The goal of MTS problem to maximize the number of tasks assigned in a sequence to a worker. Besides the time deadlines for spatial tasks, the MTS assumes spatial region constraints from workers. The MTS problem is shown to be an NP-Hard problem. Three approximation algorithms were proposed based on spatiotemporal heuristics: least expiration time heuristics, nearest neighbor heuristic, and most promising heuristic.

The proposed algorithms are evaluated in terms of their scalability and the effects of task expiry times. Three metrics were employed to compare the algorithms: running time, approximation ratios, and a number of completed tasks. This work also used a simulation-based experimental methodology. Both synthetic and real-world datasets were used for initializing the simulations. The MTS problem is limited to the maximization of assigned tasks to one worker. It does
not consider other workers available at the time of assignment. Furthermore, it does not optimize the travel costs for worker which might lead to low completion rate in a real-life situation.

### 3.3.2 Probabilistic Knowledge for Dynamic Task Assignment

Recent research works have considered probabilistic knowledge assumption for dynamic task assignment. Most of the proposed approaches model the probability of task completion as a stochastic process. In the following, a set of research works under this category are described that are closely related to this thesis.

**To et al. [37]**

To et al. defined a privacy enabling framework for the spatial crowdsourcing [37]. They proposed a task assignment approach that aims to maximize the task completion rate. Their proposed framework disseminates tasks to a set of workers, given probability of task being accepted by a worker. The probability of task acceptance is defined in terms of a decreasing function of distance. A greedy algorithm was proposed to geocast a spatial region, containing the set of workers, with a high probability of task completion. A compactness-based heuristic is proposed to improve the greedy algorithm.

The performance of proposed approach was evaluated in terms of three metrics: average acceptance rate, average travel costs, and an average number of notified workers. An offline simulation based methodology was used to evaluate the algorithm using datasets from two location-based social networks: Gowalla and Yelp. The first experiment studied the effects of privacy budget on greedy
algorithm and its variants. The second experiment evaluated the effects of privacy budget against the compactness-based heuristics. The third experiment compared the proposed algorithm against a non-private algorithm.

The primary contribution of this research work is the application of the concept of differential privacy in spatial crowdsourcing. For this purpose, the definition of probability of task acceptance is rather simplified. It is assumed that the probability is purely a function of the distance, independent of the task and worker. Another limitation of this research work is that it does not capture the individualized reliability of a worker. Instead, it is assumed that worker always completes an accepted task.

**Cheng et al. [38]**

Cheng et al. proposed a framework for **reliable diversity-based spatial crowdsourcing** (RDB-SC) [38]. The proposed problem aims to assign a set of workers to each task such that the reliability and the data diversity is maximized. The task reliability is defined in terms of the probability that at least one of the several assigned workers will complete the task. The task diversity of task in terms of spatiotemporal variation of data submitted by workers. The reliable diversity-based spatial crowdsourcing models the worker according to three variables: the location, the velocity, and the reliability. The worker reliability is defined as the expectation of the worker performing an assigned task.

Cheng et al. showed that the RDB-SC problem is an NP-Hard problem by reduction to the **number partition problem** (NPP). Three approximation algorithms were proposed to address the RDB-SC problem, namely the greedy algorithm, the sampling algorithm, and the divide-and-conquer algorithm. In general, a simulation-based methodology was used to evaluate the performance of the
proposed algorithms. The simulations were initialized using either a synthetic dataset or a real-world dataset. The synthetic dataset was generated using uniform and skewed distributions for over a 2D data space. The real-world dataset contained points of interest in large cities (task locations) and GPS trajectories for taxis (worker trajectories).

The performance of proposed algorithms was compared against two metrics: the minimum reliability and the summation of expected diversity. Experiments on real-world dataset studied the effects of varying the worker reliabilities and task expiry times. The synthetic data was used to evaluate the scalability of proposed algorithms. The experiments on synthetic data included variations in the number of workers, the number of tasks, and the angles of worker velocity. Furthermore, the computational performance of proposed algorithms was compared in terms of the execution time and index construction time.

The algorithms were also evaluated using data from a prototype spatial crowdsourcing platform and real workers. The platform requested workers to submit photos of specific locations. In this case, the reliability of a worker is approximated with a peer rating given by other users. The algorithms were adapted to follow an incremental strategy for updates to task-worker assignments. The algorithms were deployed for 15 minutes or varying intervals update between updates. The performance of algorithms was reported against different durations of update intervals. The design of this experiments is not detailed; therefore, it is not clear how each algorithm was deployed. Furthermore, the size of worker population is rather small (10 paid workers). In general, this research work does not consider dynamism of tasks and the proposed algorithms do not adapt to the observed reliability of workers.
Chen et al. [26, 53]

Chen et al. formulated the *multi-agent task recommendation* problem under stochastic uncertainty of worker trajectories in spatial crowdsourcing [26, 53]. The proposed problem aims to recommend tasks to a set of workers such that the probability of task completion is maximized. The uncertainty of task completion is defined in terms of the probability of a worker following a routine trajectory. Chen et al. also showed that the proposed problem is an NP-Hard by reduction to the *orienteering problem* [26, 53].

A *lagrangian relaxation* based heuristic is proposed to solve the computationally difficult problem. In general, a simulation-based methodology was used to evaluated the performance of proposed approach. The simulations were initialized using either a synthetic dataset or a real-world dataset. The synthetic dataset was generated using random trajectories. The real-world dataset contained trajectories from a public transit network in a large city.

The proposed algorithms were compared in terms of execution time and quality of heuristic against the optimum exact solution. Experiments on synthetic datasets studied the effects of the number of agents, the number of tasks, and the number of locations on the performance of algorithms. The real-world data was used to compare deterministic approaches versus stochastic approaches. The experiments on real-world data compared the proposed approach against a deterministic search based heuristic and a proximity based heuristic.

### 3.3.3 Comparative Analysis

In comparison, the work presented in this thesis is differentiated from existing spatial crowdsourcing research works in three key aspects.
• Existing works consider known probabilities for assignment; whereas, the algorithms in this thesis approximate the probabilities using online learning heuristics.

• Existing works are limited to optimization of reliability; whereas, this thesis considers the adaptive assignment problem with multi-criteria optimization.

• None of the existing works addresses the adaptive task assignment in spatial crowdsourcing. Hence, the techniques discussed in this thesis are complimentary to existing works.

3.4 Chapter Summary

This chapter presented and analyzed the state-of-the-art for dynamic and adaptive task assignment in crowdsourcing. Different categories of approaches including offline learning and online learning were identified for adaptive task assignment in non-spatial crowdsourcing. The main mechanisms used for dynamic task assignment in spatial crowdsourcing were identified. The analysis supported the identification of the main gaps in literature which include: (i) need for adaptive task assignment approaches in spatial crowdsourcing; (ii) investigation of such approaches for various aspects of spatial crowdsourcing; and (iii) design and evaluation of appropriate algorithms. The contribution of this thesis concentrates on formulating a generalized framework for adaptive task assignment in spatial crowdsourcing and demonstrating its applicability through instantiation of the framework in various spatial contexts.
Chapter 4

Adaptive Task Assignment in
Spatial Crowdsourcing

“There purpose of abstracting is not to be vague, but to create a new semantic level in which one can be absolutely precise.”

The Humble Programmer

Edsger W. Dijkstra

There are two primary goals of this thesis. First, formulation of a generalized framework for adaptive task assignment for spatial crowdsourcing based on online learning and optimization. Second, demonstration of the utility of the framework through concrete instantiations under different scenarios of spatial crowdsourcing. This chapter focuses on the first goal and the following chapters on the second goal.

Section 4.1 formally defines the main concepts of adaptive task assignment
in spatial crowdsourcing Section 4.2 formally introduces the adaptive assignment problem. Section 4.3 presents an agent-based simulation methodology for the evaluation of proposed algorithms. Section 4.4 summarizes four instances of the adaptive assignment problem under different contexts and assumptions of spatial crowdsourcing.

4.1 Preliminaries

This section formally defines the underlying concepts needed to formulate the adaptive task assignment in spatial crowdsourcing. The introduced concepts, their definitions, and their associated notations provide the necessary constructs to formulate the assignment problem. The two most fundamental concepts in spatial crowdsourcing are tasks and workers:

Definition 4.1 (Spatial crowdsourcing task). A spatial crowdsourcing task \( t_i \in T \) is defined by a vector of task attributes. At a minimum each task vector has three attributes \((r_i, r_i + \xi, l_i)\).

The task \( t_i \) starts at time \( r_i \) and requires a predefined set of actions to be performed at location \( l_i \) before it expires at the end of round \( r_i + \xi \). These attributes signify that tasks appear dynamically in the spatial crowdsourcing platform and disappear from it dynamically. For example, a task might arrive that requires a worker to take photos of an event in the city. As soon as the task becomes visible in the platform it must be completed before the expiry time; otherwise, the task is considered incomplete which results in lower than desired coverage of the associated event. The attribute \( l_i \) specifies the location associated with the event targeted by the task. Note that a spatial task requires a worker to travel physically to the task location \( l_i \) to perform it.
Additional task attributes include but are not limited to the types of task and the number of workers required for a task. Examples of task types include but are not limited to shop reviews [20], pollution readings [6], or citizen actuation [82]. The attribute $k_i$ specifies the number of unique workers that must perform a task. Generally, a task requires only one worker. Some scenarios might require more than one worker to perform the task. For instance, a pollution monitoring task might require at least three different readings to ensure the accuracy of the gathered data [37]. Another example is a task that might require multiple workers to take photos of a building from different angles and at different times of the day to maximize diversity [38].

**Definition 4.2** (Spatial crowdsourcing worker). A worker $w_j$ is a person who participates in spatial crowdsourcing by registering with the platform. The worker remains mobile during the crowdsourcing process by moving around at different locations dynamically over time.

A worker generally consents to perform the assigned tasks either implicitly by registering with the platform or explicitly by requesting tasks. Each worker is characterized by a set of attributes: location, capacity, and spatial region. The location attribute of a worker specifies the last recorded co-ordinates of the worker. Understandably, the location tracking of the worker is an important part of the spatial crowdsourcing that can be achieved through the worker’s mobile device. This thesis assumes access to an appropriate location tracking mechanism with the consent of participating workers. The capacity attribute of a worker specifies the maximum number of tasks the worker is willing to accept at a time [13, 25]. In reality, the requirement to specify such constraints may become burdensome for workers due to the additional decision making involved. A worker might also
have the spatial preferences in terms of the maximum distance that the worker is willing to travel. Such preferences might be specified with the spatial region attribute; otherwise, the worker might be assigned tasks distant from her. Kazemi and Shahabi considered the case when workers explicitly state both capacity and spatial constraints along with the task requests [13, 25].

**Definition 4.3** (Spatial crowdsourcing platform). The crowdsourcing platform serves as a middleware that matches task with workers. It provides the necessary interaction mechanisms through appropriate user devices. At any instant in time, the platform maintains two lists: the list of tasks $T$ and the list of workers $W$.

Note that, the primary function of the platform is to provide the necessary technology for enabling the exchange of tasks between requesters and workers. To this end, the platform provides necessary interfaces; maintains databases of tasks and workers; and tracks the status of task progress. New arriving tasks and workers are assigned unique identifiers for this purpose. A platform follows a fixed assignment policy for matching incomplete tasks with available workers; it must ensure that the assignment policy adheres to the constraints specific to tasks and workers. The specifics of the assignment policy are determined by the assignment protocol.

### 4.1.1 Assignment Protocol

The timing of assignment decisions plays an important role in the formulation of the dynamic assignment problem and the design of appropriate algorithms. In particular, the assignment protocol implemented by a spatial crowdsourcing platform depends on the requirements of task completion and the workers’ expectations of task provisioning. Figure 4.1 illustrate the three major assignment
protocols, as described below:

- In task-selection protocol tasks are assigned to dynamically arriving workers expect a set of tasks upon request. The majority of existing research works on both spatial crowdsourcing and non-spatial crowdsourcing assume task-selection protocol. A pool of tasks is assumed to be available and algorithms are designed to select a set of tasks for each dynamically arriving worker [49, 51, 52, 54, 130].

- The worker-selection protocol assumes that the tasks dynamically arrive on the platform. The platform then chooses a set of workers for each task from the pool of available workers [32, 33, 37, 47]. Dynamic task arrivals are more common in real-time crowdsourcing scenarios [125].

- The periodic-assignment protocol assumes that both the tasks and worker arrive dynamically over time. The assignment decisions are performed on discrete time instances after regular intervals. The periodic-assignment
protocol is most commonly considered in spatial crowdsourcing [13, 25, 34]. Note that the algorithms developed for the periodic-assignment protocol can be easily adapted to task-selection protocol and worker-selection protocol.

Given an assignment protocol, the interaction between requesters, platform, and workers is a dynamic process with repeated decision making. Understandably, the assignment decisions are not once-off as tasks and workers arrive dynamically on the platform. The assignment process proceeds in rounds where each round involves matching a set of tasks with a set of workers. Next section formulates the dynamic task assignment process in spatial crowdsourcing based on the periodic-assignment protocol.

### 4.1.2 Dynamic Task Assignment

Let \( r \in \{1, 2, \ldots, R\} \) be the rounds of assignment for a spatial crowdsourcing platform. The duration of a round is generally based on fixed time in the periodic-assignment protocol. Whereas, the time between two consecutive arrivals is considered as the duration of a round in other two protocols. At the start of a round \( r \), let \( W_r \subset W \) be the set of unassigned and available workers and \( T_r \subset T \) be the set of unassigned and incomplete tasks. A task is added to the set \( T_r \) as it becomes available for workers and removed after completion or expiry. A worker joins the set \( W_r \) on becoming available and leaves the set when busy. Depending on the interaction mechanism, workers might indicate availability by explicitly sending task requests to the platform or they are assumed to be available as soon as they complete a task.

Let \( G(W_r, T_r, E_r) \) denote a dynamically changing bipartite graph. The two sets of vertices \( W_r \) and \( T_r \) are disjoint sets of size \( m \) and \( n \), respectively. The set \( E_r = \)
\{<t_i, w_j> | t_i \in T_r, w_j \in W_r\} contains edges that connect vertices \(W_r\) with vertices in \(T_r\). Vertices and edges are dynamically added and removed from \(G\) as tasks and workers become available or unavailable. Let the binary variable \(x_{i,j}\) be 1 when task \(t_i \in T_r\) is assigned to the worker \(w_j \in W_r\) and 0 otherwise. The assignment algorithm chooses an assignment in \(G\), at the start of each round \(r\).

**Definition 4.4** (Assignment Matrix). The binary matrix \([x_{i,j}]_{n \times m}\) defines an assignment of tasks and workers in round \(r\).

The assignment matrix \([x_{i,j}]_{n \times m}\) must satisfy the constraints imposed on tasks and workers. One type of constraint might require multiple workers to be assigned to a task, we assume that such a constraint can be satisfied by creating multiple instances of the same task. These simplifying assumptions ensure that the problem of finding an assignment set is equivalent to finding a bipartite matching. The static version of the problem can be mapped to the well-known assignment problem [143]. A new worker is matched to a task in each round until the task is removed from the set \(T_r\), due to successful completion or expiry. Note that a list of previous assignments is maintained for a task to prevent the same worker being assigned to the same task repeatedly. The design goal for an assignment algorithm is to find the best assignment strategy for all rounds. The best strategies are characterized by the optimization of the utility objectives of the spatial crowdsourcing.

If \(y_{i,j}\) is the binary variable that is 1 when \(w_j\) performs the task \(t_i\) with before the end of the current round and 0 otherwise, then the expectation of \(y_{i,j}\) is defined as

**Definition 4.5** (Worker Reliability). Each worker \(w_j\) assigned to task \(t_i\) has an
associated probability of success $p_{i,j}$ such that

$$y_{i,j} = \begin{cases} 
1 & \text{with probability } p_{i,j} \\
0 & \text{otherwise} 
\end{cases}$$

Without loss of generality, it is assumed that $p_{i,j} \in [0,1]$. The outcome of each assignment is considered an independent coin tossed with success probability $p_{i,j}$ that is observed at the end of a round. In this case, the task is completed before the end of the round, it is removed from the set of incomplete tasks $T_r$ otherwise the task remains available for assignment in next round. Assuming that each worker is independent of other workers, the sequence of assignment outcomes for a worker is $\{y_{i,j} \mid t_i \in T, w_j = w\}$. The independence of a worker is a reasonable assumption given that workers do not form a coalition. The simplest model considers the situation when the reliability of a worker remains constant for all tasks i.e. $p_{i,j} = p'_{i,j}$ [38]. In this thesis, it is assumed that worker reliability might change depending on the assigned tasks and other unobserved random factors.

Figure 4.2 illustrates the dynamic task assignment in detail for three example rounds, with probabilistic assignment success. In the first round of assignment, there are one task $T_{r_1} = \{t_1\}$ and two workers $W_{r_1} = \{w_1, w_2\}$ with their respective assignment success probabilities. The task $t_1$ is assigned to the worker $w_2$ who performs the task with success probability $p_{1,2} = 0.65$ before the next round. Before the start of second round $r_2$, the previously assigned task $t_1$ is completed; a new task $t_2$ appears into the system; and two new workers $\{w_3, w_4\}$ become available. Again incomplete tasks $T_{r_2} = \{t_2\}$ are matched with available workers $W_{r_2} = \{w_1, w_2, w_3, w_4\}$. The same process continues to the next round while
ensuring that previously assigned workers are not assigned to the same task again. In round $r$, the following function defines the cumulative reliability of assignments chosen by an algorithm.

$$P(r) = \prod_{t_i \in T_r} \prod_{w_j \in W_r} p_{i,j} \cdot x_{i,j}$$ \hspace{1cm} (4.1)

The overall objective is to design an algorithm that aims to maximize the cumulative reliability $P(r)$ over all rounds of assignment.

**Definition 4.6** (Maximum Reliability Assignment). The problem of maximum reliability assignment (MRA) is to assign workers to tasks such that the cumulative
reliability is maximized over all rounds i.e.

$$\max \prod_{r=1}^{R} P(r)$$

From a theoretical perspective, previous literature discusses some restricted variants of the MRA problem. The online stochastic matching (OSM) considers the situation when the success of assignments are probabilistic; however, it assumes dynamic arrivals for either tasks or workers [61, 62]. Such problems have one-sided dynamism as opposed to the full dynamism of the MRA problem [152]. The most recent theoretical analysis for fully dynamic matching has been studied under assumption deterministic knowledge of outcomes [159]. A theoretical analysis of fully dynamic matchings with probabilistic knowledge assumption is out of the scope of this thesis and a recognized hard problem in theoretical computer science [62]. Instead, this thesis focuses on adaptive task assignment that considers fully dynamic matching in bipartite graphs with estimated probabilities. The estimation of probabilities requires formalization of the learning process in support of the assignment decisions. In this regard, the next section introduces the bandit problem that formulates the trade-off between learning and optimization.

### 4.1.3 The Bandit Problem

Learning the expected value of decision choices is one of the fundamental challenges of the sequential decision-making. Learning in adaptive task assignment necessitates the balancing of the exploration-exploitation trade-off. The bandit problem is a well-studied problem that formulates this trade-off in sequential decision-making [57]. The bandit problem assumes a gambler who wishes to play an arm from a multi-armed slot machine in a casino. In the standard version of the
bandit problem, the gambler decides to pull one arm in each play which results in a reward. The objective of the gambler is to decide which arm to play in a sequence of plays such that the cumulative rewards are maximized. This presents an exploration-exploitation trade-off since the gambler would like to maximize the reward over time by pulling best arm while learning the expectation of rewards for each arm.

**Combinatorial Bandits**

The *combinatorial bandits* extend the bandit problem with the choice of a combination of arms in each round of play [160, 161]. Combinatorial bandits have been studied under three level of observation [46]. *Full feedback* assumes that the outcomes and costs are observed for all workers irrespective of the assignment. *Semi-bandit feedback* means that the outcomes and costs are only observed for the assigned workers. *Bandit feedback* means that only the aggregated reward value is revealed after the assignment. This thesis formulates adaptive task assignment based on combinatorial bandits with semi-bandit feedback.

**Contextual Bandits**

The *contextual bandits* extends the bandit problem by considering the rewards as a function of the contextual variables [65, 66]. Instead of learning the expectation of rewards, the function specific parameters are learning to maximize cumulative rewards. Contextual bandits have been *global* [162, 163] or *individualized* parameter learning [66, 164]. In global learning, the values of function parameters are assumed to be same for all arms; whereas, individualized learning assumes different values for each arm. This thesis considers the spatial attributes of tasks and workers as the variables for contextualized learning.
4.2 Adaptive Task Assignment: A Combinatorial Contextual Bandits Approach

The basis of adaptivity in an assignment process may vary depending on the formulation of the problem and its adaptivity criteria. A short overview of the literature on adaptive assignment is provided to further illustrate the variations of adaptivity. Zhang et al. proposed a hierarchical approach for adaptive assignment in distributed settings for multi-agent systems [165]. Their proposed formulation considers multiple agents learning from each other while competing for available tasks. Ho et al. proposed an offline learning approach for adaptive task assignment, specifically for classification tasks in crowdsourcing [52]. In their formulation, the dynamically arriving workers are first served test tasks to estimate their reliability before proceeding to the assignment of classification tasks that are selected based on previously estimated reliabilities. Tarasov et al. proposed an online learning approach for adaptive task assignment for regression tasks [49]. The formulation is based on the bandit problem learning worker reliability based on correctness of worker’s response against the majority response.

A common assumption among all these formulations is that the crowdsourcing platform has a fixed set of tasks and workers arrive dynamically. Furthermore, all these approaches are limited to multiple choice and non-spatial tasks. By comparison, the majority of research work on spatial crowdsourcing considers dynamic arrivals and departures for both tasks and workers. This thesis also considers the adaptive task assignment with dynamic arrivals for both tasks and workers. The basis for adaptivity in this thesis is the estimation of worker reliabilities through an appropriate learning process.
4.2.1 The Adaptive Assignment Problem

The success of assignment depends on the task, worker, and their context; however, the worker has most of the decision-making influence. Each worker’s decisions are characterized by the reliability and expertise of worker. To this end, this thesis assumes that the reliability of a worker is governed by a stochastic process that is independent of other workers. The design goal of the adaptive task assignment are two folds: generate accurate estimates of the worker reliabilities and select optimal assignment set based on those estimates. Estimation of worker reliabilities is a non-trivial problem due to the assumption of non-identical trials; instead, they can be approximated by learning from observed success of previous assignments. This thesis introduces the adaptive assignment problem in spatial crowdsourcing as a combined formulation of combinatorial bandits and contextual bandits. The combinatorial bandits formulation enable decoupling
between the learning and optimization processes. The learning process concerns approximation of worker reliability based on observed assignment outcomes and contextual variables. The optimization process concerns the selection of optimal assignment set. Figure 4.3 shows the work flow of the AAP that starts with a new round and consists of five steps:

1. Observe the set of incomplete tasks $T_r$, the set of available workers $W_r$, and their contextual variables. The contextual variables quantify both spatial and non-spatial information such as distance, location, task types, etc.

2. Calculate reliability score matrix $[\hat{p}_{i,j}]^{n \times m}$. Each score variable $\hat{p}_{i,j}$ approximates the reliability of worker for each task $t_i$ and worker $w_j$. The reliability scores are defined according to learning function that is defined in terms of input worker specific parameters and contextual variables.

3. Choose the assignment matrix $[x_{i,j}]^{n \times m}$ that optimizes the utility of spatial crowdsourcing. For the MRA problem, the chosen assignment set $\hat{p}_{i,j}$ maximizes the reliability score.

4. Observes the outcomes variables $y_{i,j}$ of chosen assignment set only, which equates to semi-bandit feedback.

5. Update parameters for learning function using the $y_{i,j}$. The parameters are individualized for each worker to learn worker specific reliability scores.

Figure 4.4 illustrates the adaptive task assignment process for three example rounds using a simple greedy heuristic. The reliability score of each worker is set equal to the observed success rate of assignment to the worker. The success rate parameter for each worker initialized with a fixed prior value (i.e. 0.5). After each
round the success rate parameter is updated based on the outcomes of assignments. The assignment set is chosen that maximizes the sum of reliability scores, where ties are broken arbitrarily. As discussed in Chapter 1, the first research requirement of the adaptive assignment problem is to address the explore-exploit trade-off.

4.2.2 Heuristics based Learning

A variety of heuristics have been proposed to address the explore-exploit trade-off in the literature [46, 55]. Throughout Chapters 5 to 8 a set of assignment algorithms is presented, based on such heuristics, for different instantiations of the adaptive assignment problem.
Online Learning

Online learning addresses the explore-exploit trade-off by controlling the reliability scores dynamically as the assignment process proceeds through rounds [63, 64, 166]. This thesis employs the following heuristics for online learning:

- **Semi-uniform** heuristics alternate between exploration and exploitation rounds [40]. Chapter 5 employs the simplest semi-uniform heuristic called the $\epsilon$-greedy, which selects optimal assignment set during $1 - \epsilon$ proportion of rounds and random assignment set during $\epsilon$ proportion of rounds.

- **Probability matching** heuristics select assignment sets based on the probability distribution that measures the likelihood of each assignment being close to the optimal assignment [63]. Chapter 7 employs a Bayesian heuristic for probability matching called *Thompson sampling*.

- **Interval estimation**: heuristics calculate a confidence interval on the expectation of assignment success [63, 64]. Assignments with a higher upper bound of the confidence interval are preferred during each round. Chapter 5 employs the simple upper confidence bound heuristic to generate reliability scores. Chapter 6 uses the contextual upper confidence bound heuristic to calculate reliability scores as a function of spatial and non-spatial contextual variables.

Offline Learning

In comparison to the online learning, the offline learning involves estimation of worker parameters using a set of test tasks before assignment of actual tasks [55]. This offline learning, also known as *warm-start* approach, is used in place
of the fixed prior values as shown in the first round Figure 4.4. For instance, Ho et al. proposed an online learning approach for adaptive task assignment for classification tasks in web-based crowdsourcing markets [52]. In Chapter 8, this thesis considers the adaptive assignment problem with offline learning for expertise-based crowdsourcing. The expertise of a worker is defined in terms of the differences of reliability across different topics related to tasks.

4.3 Evaluation Methodology

Although recent publications have provided some initial results for partially dynamic assignment problems, the competitive analysis of dynamic task assignment algorithms is known to be a hard problem [61, 62]. In the case of the adaptive task assignment, theoretical analysis is further complicated due to the learning aspect of algorithms. The performance bounds of some learning heuristics employed in this thesis are known from previous literature [46, 64]. Still, it is well known that the empirical performance of such heuristics depends on the problem domain [63]. Simulation-based evaluation has been the standard practice for existing research on dynamic task assignment algorithms in both spatial crowdsourcing and non-spatial crowdsourcing [13, 26, 37, 38, 52]; primarily due to the practical difficulties of large-scale deployments of multiple dynamic algorithms with real people [65, 66]. This thesis takes a principled approach towards the evaluation of proposed algorithms based on an agent-based simulation.

4.3.1 Agent-based Simulation

An agent-based simulation methodology helps define the behavior of a multi-agent environment over time, using individually defined agents [167–169]. The agent-
based simulation is a well-established tool for the evaluation of human-based complex systems. It has been used for the study of population dynamics [170], humanitarian assistance [171], environmental modeling [172], and crowdsourcing systems [173]. In agent-based simulation, each agent is defined in terms of its state transitions, decision rules, and interaction with other agents. An agent can be considered a self-directed object with the capability to autonomously choose actions based on the situation. The simulation of a spatial crowdsourcing environment consists of three types of agents: requesters, workers, and platform. The following list summarizes the activities and interactions of each agent during a round:

- A requester agent dynamically submits new tasks to the platform during a round. In our simulations, a requester is defined in terms of a task list. The list consists of a set of tasks distributed over a spatial region and a temporal timeline. Each task consists of three values: the start round, the spatial location, and the expiry round. The requester agent is defined in terms of distribution parameters for the start of tasks and locations.

- A worker agent dynamically receives tasks from the platform at the start of a round and submits responses during a round. While performing tasks the worker also moves around in a spatial region that defines spatial mobility of worker. In our simulation, a worker agent is defined in terms of a list of locations and the reliability model. The location list is distributed over a spatial region and temporal timeline. Each location in the list also has an associated time when the worker visits the location. A worker’s reliability model is defined with worker specific parameters.

- A platform agent serves the mediator’s role between requesters and workers,
while optimizing the utility of spatial crowdsourcing. An assignment algorithm is implemented in the platform agent that maintains the list of incomplete tasks and available workers. During each round, the set of tasks is matched with workers using a fixed assignment policy. In case of a learning based assignment algorithm the platform’s knowledge about workers is updated at the end of each round. The platform agent is defined in terms of the parameters that are specific to the assignment algorithm.

During the experimental evaluation, the simulation environment is configured with different parameter values of the number of agents and the duration of the simulation. Given the experimental setting in terms of the parameters of the simulation environment and its agents, the simulation process proceeds in discrete rounds. In each round, following steps are performed:

1. Platform agent queries the list of new tasks from a requester agent for the current round.

2. Requester agent returns the list of incomplete tasks to platform agent.
3. Platform agent queries the availability from worker agents.

4. Worker agents return the list of available workers to platform agent.

5. Platform agent chooses the assignment set and sends it to worker agents.

6. Worker agents sample the outcomes of assignment.

7. Worker agents return assignment outcomes to platform agent.

8. Platform agent updates its worker specific parameters and logs the assignments and outcomes.

At the end of all rounds, the performance of the assignment algorithms is compared by varying simulation and agent parameters. The simulation framework is implemented in Python programming language using Anaconda distribution. Each agent is implemented as a separate class that is instantiated by the main control loop of the simulation process.

4.3.2 Data-driven Initialization

A data-driven initialization approach is used to parameterize the simulation environment and agent behavior. The algorithms are evaluated using both synthetically generated spatial-temporal data and real-world mobility data from a location-based social network. Location-based social networks contain voluntarily submitted data from thousands of users which indicate their mobility patterns over large time periods. Note that, the locations of worker agents are updated according to the location-based social network data. Existing research works on spatial crowdsourcing have extensively used such data sets for evaluation of algorithms, as shown in Table 4.1.

\(^{1}\text{http://www.continuum.io/anaconda}\)
Table 4.1: Datasets used for simulation-based evaluation in spatial crowdsourcing literature.

<table>
<thead>
<tr>
<th>Source</th>
<th>Synthetic Data</th>
<th>Location-based Social Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kazemi and Shahabi [13]</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Kazemi et al. [124]</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Deng et al. [36]</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>To et al. [37]</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Cheng et al. [38]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>To et al. [37]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chen et al. [53]</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Hassan and Curry [32]</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>To et al. [25]</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Chen et al. [26]</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Yu et al. [174]</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Yang et al. [175]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hassan and Curry [33]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yu et al. [176]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li et al. [177]</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

For the purpose of simulation, the task locations are sampled from the set of unique locations defined in the dataset. The success of an assignment is modeled according to three different types of sampling processes for worker agents:

- **Check-in based process**: Given the mobility data for a worker. The agent is assumed to perform the tasks that are associated with locations visited by the worker.

\[
y_{i,j} = \begin{cases} 
1 & \text{if } l_i \in L_j \\
0 & \text{otherwise}
\end{cases}
\]

where \( L_j \) is the set of locations a worker agent \( w_j \) visits during the simulation process. This sampling process is used for evaluation in Chapter 6.

- **Binomial process**: The assignment success is modeled as a Binomial
process.

\[ y_{i,j} = \begin{cases} 
1 & \text{with probability } p_{i,j} \\
0 & \text{otherwise} 
\end{cases} \]

The outcome of each assignment is a coin toss with the probability \( p_{i,j} \).

The Binomial process is already used in existing literature of spatial crowdsourcing [37, 38]. The distribution of a worker agent’s \( p_{i,j} \) parameter can be informed through observed reliabilities of workers in empirical studies [20]. This sampling process is used for evaluation in Chapter 5.

- **Logistic process:** The success probability of an assignment is defined in terms of a logistic function of the task and worker attributes.

\[ p_{i,j} = \frac{e^{U_j Z_{i,j}}}{1 + e^{U_j Z_{i,j}}} \]

where \( Z_{i,j} \) is the vector of contextual variables for task \( t_i \) and worker \( w_j \). The vector \( U_j \) specifies the worker specific weights for the contextual attributes. Similar to the Binomial process, the outcome of each assignment is a coin toss with the probability \( p_{i,j} \). The worker agents are initialized with the weight vectors \( U_j \) that are based on empirical studies [24]. This sampling process is used for evaluation in Chapter 7.

### 4.4 Instantiating Adaptive Task Assignment

The contributions of this thesis can be considered from two perspectives: problem analysis and algorithm design. From a problem analysis perspective, it provides a detailed conceptual understanding of the adaptive assignment problem.
Table 4.2: An overview of the approaches used to address the research requirements of adaptive task assignment in spatial crowdsourcing.

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Explore-exploit trade-off</th>
<th>Spatial context</th>
<th>Multi-criteria optimization</th>
<th>Contextual learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 5</td>
<td>Semi-uniform, Interval estimation</td>
<td>Distance</td>
<td>Combinatorial fractional programming</td>
<td></td>
</tr>
<tr>
<td>Chapter 6</td>
<td>Interval estimation</td>
<td>Distance</td>
<td>Distance, Task Types</td>
<td></td>
</tr>
<tr>
<td>Chapter 7</td>
<td>Probability matching</td>
<td>Location</td>
<td>Location diversity</td>
<td></td>
</tr>
<tr>
<td>Chapter 8</td>
<td>Greedy exploration</td>
<td>Location diversity</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The analysis allows comparison of dynamic task assignment techniques in crowdsourcing and related fields. It also serves as a benchmark for the future work to identify the existing gaps in the literature and describing the relative differences between proposed approaches. Furthermore, it facilitated the formulation of the specific hypothesis that addresses the research requirements listed in Chapter 1. The adaptive assignment problem introduced in this chapter allows domain-specific instantiation while providing necessary mathematical formalism and analytical constructs. The usefulness of the proposed formalization is established by instantiating the adaptive assignment problem in different scenarios of spatial crowdsourcing. The following list discusses the research contributions for each scenario in further detail:

1. **DRR, DRR-GRD, & DRR-UCB Algorithms**: Chapter 5 instantiates the adaptive assignment problem for bi-objective optimization in spatial crowdsourcing. It considers the scenario when the task completion is probabilistic and the travel distances are deterministic. The design goal of algorithms is to maximize the reliability of assignments and minimize the required travel. The specific contributions of this chapter in terms of
research requirements are:

- Explore-exploit trade-off: The exploration-exploitation trade-off is addressed by proposing two adaptive assignment algorithms. The DRR-UCB algorithm employs an interval estimation based heuristic for approximating reliability of assignment and the DRR-GRD algorithm uses a semi-uniform heuristic.

- Spatial context: The proposed algorithms consider the distance between tasks and workers as one of the optimization objectives; therefore, enabling spatial context in assignment decisions.

- Multi-criteria optimization: The DRR algorithm is proposed, based on the combinatorial fractional programming approach, for selecting task-worker pairs optimizing the bi-objective function. The DRR assumes dynamic task assignment with known probabilities; therefore, it supports DRR-UCB and DRR-GRD algorithms with approximated probabilities.

- Empirical performance: The empirical evidence of performance of both algorithms is provided for synthetic and real-world datasets. The results show that the proposed algorithms perform better than the non-adaptive and linear utility algorithms. The DRR algorithm achieves the least 80\% lower costs when compared to competing algorithms while maintaining high reliability. The DRR-UCB algorithm achieves the best performance with unknown probabilities.

- Dimensional scalability: The algorithms are evaluated across various scalability dimensions including number of tasks, number of workers, and number of rounds. The results suggest that the relative perfor-
mance of DRR algorithm and its variants remains consistent across these dimensions.

2. **SpatialUCB Algorithm**: Chapter 6 instantiates the adaptive assignment problem for contextualized adaptive assignment in spatial crowdsourcing. It considers the scenario when the task completion is probabilistic and contextual information about tasks and workers is correlated with the probability of success for assignments. The design goal of algorithms is to learn the relationship between contextual variables and success of assignments while making assignment decisions. The contributions of this chapter in terms of research requirements are:

- **Explore-exploit trade-off**: The adaptive assignment problem with context learning is formalized according to the contextual bandits framework. The SpatialUCB algorithm is proposed that uses linear regression to learn the relationship between contextual variables and success of assignments.

- **Spatial context**: The SpatialUCB algorithm requires the locations of both workers and tasks to estimate the distance between them; therefore, enabling the spatial context in assignment decisions.

- **Contextual learning**: The SpatialUCB algorithm builds an individualized linear model for each worker to learn worker specific weights for contextual variables. The algorithm uses the type of task and the distance as the contextual variables.

- **Empirical performance**: The SpatialUCB algorithm is evaluated against non-contextual algorithms on synthetic and real-world datasets. The results show that the proposed algorithm performs better than the
best performing non-contextual algorithm. The proposed algorithm achieves 20% higher performance on real-world datasets.

- Dimensional scalability: The scalability of SpatialUCB algorithm is analyzed in terms of the number of tasks on a large dataset. The performance of the SpatialUCB algorithm improves significantly in comparison to best baseline, as the number of tasks increases.

3. **DynTS Algorithm**: Chapter 7 instantiates the adaptive assignment problem for generalized assignment in spatial crowdsourcing. It considers the scenario when the task completion is probabilistic and multiple workers can be assigned to a task to maximize coverage. The design goal of algorithms is to decide the number of workers to be assigned to a task and maximize the reliability of assignments. The contributions of this chapter in terms of research requirements are:

- **Explore-exploit trade-off**: The DynTS algorithm is proposed that employs a probability matching heuristic to address the exploration-exploitation trade-off.

- **Spatial context**: The DynTS algorithm considers uses the location of tasks to dynamically calculate the number of workers required for each task.

- **Multi-criteria optimization**: The DynTS algorithm uses the location diversity of a task to calculate the number of workers. An entropy measure quantifies the diversity of location based on the distribution of people visiting the task location.

- **Empirical performance**: The empirical evidence of algorithm performance is provided on real-world datasets from location-based social
networks. The results show that the DynTS algorithm performs better than the fixed size and non-adaptive algorithms. The DynTS algorithm achieves more than 90% coverage while requiring 10% fewer assignments on the average.

- Dimensional scalability: The DynTS algorithm is evaluated on two datasets each with a different number of tasks and number of workers. The relative performance of algorithm remains the same across different values.

4. **WS-GRD Algorithm**: Chapter 8 instantiates the adaptive assignment problem for expertise based in spatial crowdsourcing. It considers the scenario when task are differentiated due to domain knowledge required for performing them and workers are differentiated due to their expertise [22, 178]. In this regard, the expertise is defined in terms domain specific topics associated with each task. The design goal of algorithms to learn to workers’ reliability on each topic and make assignment decisions accordingly. The contributions of this chapter in terms of research requirements are:

- Explore-exploit trade-off: The exploration-exploitation is addressed by adopting a offline learning approach, where each new worker is required to self-assess their expertise on topics and perform test tasks before assignment of actual tasks. The assignment decisions are made based on the estimated expertise of workers on domain topics.

- Contextual learning: An expertise estimation heuristic is proposed that learns worker reliability as a skills vector based on the topics related to a task. It combines a worker’s self-reported expertise on the topics with the observed performance of test tasks.
Table 4.3: Datasets used for initialization of simulations in following chapters.

<table>
<thead>
<tr>
<th>Source</th>
<th>Algorithm</th>
<th>Synthetic Data</th>
<th>Inhouse Platform Data</th>
<th>Location-based Social Network</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gowalla</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Foursquare</td>
</tr>
<tr>
<td>Chapter 5</td>
<td>DRR DRR-GRD DRR-UCB</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Chapter 6</td>
<td>SpatialUCB</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Chapter 7</td>
<td>DynTS</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Chapter 8</td>
<td>WS-GRD</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

- Empirical performance: The empirical performance of both algorithms is evaluation using data collected from real workers in a crowdsourcing platform. The results show that the proposed approach requires 18%-25% less exploration as compared to baseline approach while achieving a similar utility during exploitation.

Table 4.3 lists the datasets used for data-driven initialization during experimental evaluation. Chapters 5 to 7 utilize both synthetic and real-world datasets for this purpose. Chapter 8 used an in-house platform for collection of experimental data with real workers. Table 4.4 summarizes the agent specific parameters for agent-based simulation.

### 4.5 Chapter Summary

This chapter introduced the basic terminology and the conceptual framework used throughout the rest of this thesis. It compared the assignment protocols that dictate the design and evaluation of algorithms. The periodic-assignment protocol encompasses the assignment problem due to the dynamism of both tasks and workers. This chapter also highlighted the need for adaptive task assignment in spatial crowdsourcing, due to the observed knowledge assumption.
Table 4.4: Simulation variables used during experimental evaluation.

<table>
<thead>
<tr>
<th>Agent</th>
<th>Parameter</th>
<th>Description</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worker</td>
<td>(</td>
<td>W</td>
<td>)</td>
</tr>
<tr>
<td></td>
<td>(\rho_{\min})</td>
<td>Minimum reliability of a worker</td>
<td>Chapter 5</td>
</tr>
<tr>
<td></td>
<td>(\rho_{\max})</td>
<td>Maximum reliability of a worker</td>
<td>Chapter 5</td>
</tr>
<tr>
<td></td>
<td>(u_{ses})</td>
<td>Sampling parameter for the co-efficients of socio-economic variable</td>
<td>Chapter 7</td>
</tr>
<tr>
<td></td>
<td>(u_{dist})</td>
<td>Sampling parameter for the co-efficients of distance variable</td>
<td>Chapter 7</td>
</tr>
<tr>
<td>Requester</td>
<td>(</td>
<td>T</td>
<td>)</td>
</tr>
<tr>
<td></td>
<td>(\xi)</td>
<td>Duration of tasks in terms of rounds</td>
<td>Chapters 5 to 8</td>
</tr>
<tr>
<td>Platform</td>
<td>(R)</td>
<td>Number of rounds</td>
<td>Chapters 5 to 8</td>
</tr>
<tr>
<td></td>
<td>(\delta)</td>
<td>Convergence parameter for Newton’s method</td>
<td>Chapter 5</td>
</tr>
<tr>
<td></td>
<td>(\epsilon)</td>
<td>Exploration parameter of semi-uniform learning</td>
<td>Chapter 5</td>
</tr>
<tr>
<td></td>
<td>(\epsilon)</td>
<td>Exploration parameter of semi-uniform learning</td>
<td>Chapter 6</td>
</tr>
<tr>
<td></td>
<td>(\tau)</td>
<td>Temperature parameter of Softmax heuristic</td>
<td>Chapter 6</td>
</tr>
<tr>
<td></td>
<td>(\lambda)</td>
<td>Balance parameters for interval estimation heuristic</td>
<td>Chapter 6</td>
</tr>
<tr>
<td></td>
<td>(b)</td>
<td>Maximum budget of worker to be assigned to a task</td>
<td>Chapter 7</td>
</tr>
<tr>
<td></td>
<td>(\alpha_0)</td>
<td>First parameter of Thompson sampling heuristic</td>
<td>Chapter 7</td>
</tr>
<tr>
<td></td>
<td>(\beta_0)</td>
<td>Second parameter of Thompson sampling heuristic</td>
<td>Chapter 7</td>
</tr>
</tbody>
</table>

It introduced the adaptive assignment problem in spatial crowdsourcing. The adaptive assignment problem provides the necessary formalism for the design and comparison of appropriate assignment algorithms. This chapter also introduced an evaluation methodology based on agent-based simulation and data-driven initialization. The methodology utilizes both synthetic and real-world datasets for initializing the simulation process. The real-world dataset is based on the human mobility patterns collected from location-based social networks.
Chapter 5

Adaptive Assignment with
Distance-Reliability Optimization

Chapter 4 introduced the theoretical foundations for adaptive assignment problem; however, the exact definition of success depends on the worker model and optimization requirements. The distance between task and worker location plays a significant role in spatial crowdsourcing. It is intuitive to assume that workers would find it easier to perform tasks near to them [24, 58]. From a requester’s perspective, workers in the near vicinity of a task have a higher chance of completing the task in time [25]. Figure 5.1 illustrates a scenario where the probability of success for each assignment as well as its related travel distance is known at the time of assignment decisions. In such scenario, an appropriate algorithm not only has to find highly reliable assignments but also assignments that require minimum travel. This scenario highlights the spatial context and multi-criteria optimization requirements for adaptive task assignment in spatial
crowdsourcing; further, the need to address the explore-exploit trade-off becomes evident when the probability of success for each assignment is unknown.

Section 5.1 introduces the *minimum cost maximum reliability assignment* (MC-MRA) problem that extends the *maximum reliability assignment* (MRA) problem introduced in Chapter 4 for bi-objective optimization. Section 5.2 first presents a local optimization approach for the MRA problem and then extends it to
address the MC-MRA problem. Section 5.3 proposes a combinatorial fractional programming approach for MC-MRA problem that addresses the limitations of the baseline approaches. Section 5.4 instantiates the MC-MRA problem under the observed knowledge assumption of adaptive assignment problem and proposes two adaptive task assignment algorithms based on the semi-uniform and interval estimation heuristics for online learning, respectively. Section 5.5 presents an experimental evaluation of the proposed algorithms on both synthetic and real-world datasets. Section 5.6 highlights limitations of proposed approaches and Section 5.7 summarizes the chapter with key findings.

5.1 Problem Description

Let $G(W_r, T_r, E_r)$ denote a dynamically changing bipartite graph. The two sets of vertices $W_r$ and $T_r$ are disjoint sets of size $m$ and $n$, respectively. The set $E_r$ contains edges that connect vertices in $W_r$ with vertices in $T_r$. Apart from the worker reliability $p_{i,j}$, each edge in $E_r$ has an associated weight $c_{i,j}$ that quantifies the cost of assigning task $t_i$ to the worker $w_j$. In this case, the maximum reliability assignment (MRA) problem is extended as follows:

**Definition 5.1 (Minimum Cost Maximum Reliability Assignment).** The problem of minimum cost maximum reliability assignment (MC-MRA) is to assign workers to tasks such that the reliability is maximized and travel costs are minimized over all rounds.

$$\max \prod_{r=1}^{R} \prod_{t_i \in T_r} \prod_{w_j \in W_r} p_{i,j} \cdot x_{i,j} \quad \text{and} \quad \min \sum_{r=1}^{R} \sum_{t_i \in T_r} \sum_{w_j \in W_r} c_{i,j} \cdot x_{i,j}$$

In spatial crowdsourcing, the travel costs are be defined in terms of distance to
be traveled for performing a task or the time need to for travel and task completion.

This thesis assumes that the travel costs are deterministic and revealed at the time of assignment decision. The basic premise is to incorporate the travel costs in the assignment decisions. Subsequently, the assignment decisions are not only targeted at the reliability but also the spatial characteristics of tasks and workers as well.

**Definition 5.2 (Assignment Distance).** *Each edge in $E_r$ has an associated distance $d_{i,j}$ that quantifies the cost in terms of the travel required from worker $w_j$ while assigned to the task $t_i$.]*

The distance may be calculated according to different metrics: Euclidean distance, Haversine formula, or travel time. It is assumed that one consistent metric is used to quantify the distance between two locations; therefore, smaller distances are preferred by both worker and requesters.

### 5.2 Baseline Approaches

Given the definitions of MRA and MC-MRA problems for spatial crowdsourcing, two baseline assignment approaches are presented to address them in this section.

#### 5.2.1 Maximum Weighted Bipartite Matching

A global solution to the MRA problem is not feasible unless the assignment algorithm is clairvoyant i.e. all information about rounds and probabilities is known beforehand. Instead, the algorithm can aim to maximize reliability locally in each round.
Definition 5.3 (Local Maximum Reliability Assignment). The problem of local maximum reliability assignment is to assign workers to tasks in a round such that the reliability is maximized i.e. for round $r$

$$\max \prod_{t_i \in T_r} \prod_{w_j \in W_r} p_{i,j} \cdot x_{i,j}$$

A simple local optimization strategy is introduced that reduces the local maximum reliability assignment problem to the maximum weight bipartite matching (MWBM) problem. For this purpose, the reliability of an assignment set (see Equation 4.1) in round $r$ is re-written as the reliability score:

$$\bar{P}(r) = -\ln \left( \prod_{t_i \in T_r} \prod_{w_j \in W_r} p_{i,j} \right) = \sum_{t_i \in T_r} \sum_{w_j \in W_r} -\ln(p_{i,j})$$  

Based on above equation, the goal of maximizing the reliability for all rounds (see Equation 4.1) is equivalent to maximizing $\bar{P}(r)$ over all rounds. Given the time interval of $R$ rounds, the global objective is to maximize the sum of assignment scores for all rounds, i.e. $\sum_{r=1}^{R} \bar{P}(r)$. In a round, the goal of local optimization strategy is to choose an assignment set such that the reliability score is maximized; thereby, solving the local MRA problem.

Theorem 5.4. The local maximum reliability assignment problem is reducible to the maximum weight bipartite matching problem.

Proof. The theorem is proved for a round $r$ in which the set of available workers is $W_r$ and the set of incomplete tasks is $T_r$. Recall that $G(W_r, T_r, E_r)$ denotes a dynamically changing bipartite graph. The two sets of vertices $W_r$ and $T_r$ are disjoint sets of size $m$ and $n$, respectively. The set of edges $E_r$ connects vertices in $T_r$ with vertices in $W_r$. A match is deemed valid only if the vertex for task $t_i$ and
the vertex for worker \( w_j \) appears in at most one edge in \( E_r \). Meaning that each task is assigned to at most one worker and each worker gets at most one task. A weight is associated with each edge according to following reliability score:

\[
\hat{p}_{i,j} = \begin{cases} 
-\ln(p_{i,j}) & \text{if assignment of } t_i \text{ is allowable to } w_j \\
0 & \text{otherwise}
\end{cases}
\]

An assignment is not allowable when the worker did not complete the same task in a previous round. The zero score discourages assignment of the same worker to a task that was not completed in previous rounds. Subsequently, the local MRA problem reduces to finding the solution to MWBM in graph \( G \).

Polynomial time algorithms for the MWBM problem have been proposed using techniques based on network flows [179] or linear programming [141]. The algorithm can be employed to find a solution for the local MRA problem in each round. This thesis employs the well-known Hungarian algorithm. For this purpose, a cost matrix is generated based on edge weights defined in Equation 5.2. The cost of an edge is set to

\[
c_{i,j} = \left( \max_{t_i \in T_r, w_j \in W_r} \hat{p}_{i,j} \right) - \hat{p}_{i,j}
\]

The following integer linear program specifies equivalent integer program to
be solved using the Hungarian algorithm:

\[
\min \sum_{t_i \in T_r, w_j \in W_r} c_{i,j} \cdot x_{i,j}
\]

subject to:

\[
\sum_{w_j \in W_r} x_{i,j} = 1 \quad \forall t_i \in T_r
\]

\[
\sum_{t_i \in T_r} x_{i,j} = 1 \quad \forall w_j \in W_r
\]

\[
x_{i,j} \in \{0, 1\} \quad \forall t_i \in T_r, w_j \in W_r
\]

where the binary variable \(x_{i,j}\) indicates assignment of a task to a worker.

The Jonker-Volgenant variant of the Hungarian algorithm was used during experiments since it has an improved time complexity of \(O(n^3)\), where \(n > m\) [180]. The maximum weight bipartite matching discussed here optimizes reliability locally for each round; therefore, the global optimization is not guaranteed. Furthermore, this approach only considers the reliability as the optimization criteria while ignoring spatial characteristics of tasks and workers. Such a naive approach may result in an unnecessary burden on workers in terms of travel cost to the task locations. To overcome this issue, an appropriate algorithm can be designed to solve the MC-MRA problem over all rounds of assignment.

5.2.2 Close Distance Priority

Similar to the MRA problem, a global solution to MC-MRA is not possible without being clairvoyant. Note that, the assignment decisions in MC-MRA problem are dependent on two types of variables for each assignment: the reliability and the travel cost. The distribution of reliabilities and travel costs observed during previous rounds of assignment can also be exploited. Nevertheless, the local MC-
MRA problem is reduced to the minimum-cost MWBM problem.

**Theorem 5.5.** The local minimum cost maximum reliability assignment problem is reducible to the minimum-cost maximum weight bipartite matching problem.

**Proof.** Similar to the Theorem 5.4, this proof is based on a round $r$ where assignments are made over a set of tasks $T_r$ and a set of workers $W_r$. Let $G'((W_r, T_r, E_r))$ be the undirected weighted bipartite graph constructed in a similar way as in the proof of Theorem 5.4. Each edge in the $E_r$ has an associated score $\hat{p}_{i,j}$. A cost $c_{i,j}$ is also associated with each edge based on the distance between the locations of task and worker. Therefore, each edge in $G'$ has two associated values: a reliability score and a cost. The solution to the local MC-MRA problem reduces to finding a bipartite matching with bi-objective optimization i.e. cost minimization and score maximization.

A simple approach is to solve the local MC-MRA problem sequentially [140]. The first step is to find assignment sets with the maximize possible value for the reliability objective. Then the assignment set with minimum travel costs is selected among the available maximal assignment sets. This sequential approach is also known as the close distance priority (CDP) approach [25]. In each round, the Hungarian algorithm is used to find the maximal score assignment matrix $[x_{i,j}^{max}]^{n\times m}$ using Equation 5.4. Let $f_{max}$ be the total reliability score of a maximal score assignment set, i.e.

$$f_{max} = \sum_{t_i \in T_r} \sum_{w_j \in W_r} x_{i,j}^{max} \cdot \hat{p}_{i,j}$$

In the next step, the cost minimization problem is reformulated as the following
integer program:

$$\begin{align*}
\text{min} & \quad \sum_{t \in T_r} \sum_{w \in W_r} d_{i,j} \cdot x_{i,j} \\
\text{s.t.} & \quad \sum_{t \in T_r} \sum_{w \in W_r} \hat{p}_{i,j} \cdot x_{i,j} \geq f_{\text{max}} \\
& \quad \sum_{w \in W_r} x_{i,j} = 1 \quad \forall t \in T_r \\
& \quad \sum_{t \in T_r} x_{i,j} = 1 \quad \forall w \in W_r \\
& \quad x_{i,j} \in \{0, 1\} \quad \forall t \in T_r, w \in W_r
\end{align*}$$

where \(d_{i,j} = \text{distance}(t_i, w_j)\). A branch and cut technique can be employed for solving the integer program formulated in Equation 5.5 [181]. The result is the minimal cost assignment among all feasible assignments with a total reliability score of at least \(f_{\text{max}}\). The CDP approach finds a solution for the local MC-MRA problem in each round.

5.3 Distance-Reliability Ratio

The CDP approach is applicable to situations when there are more than one feasible solutions for the first phase of the MC-MRA problem; therefore, priority is given to the solution with the smallest total costs. This approach does not account for situations when there are limited possible solutions in the first phase and the costs for those solutions are significantly high. To address this issue, the distance reliability ratio (DRR) approach is proposed based on the combinatorial fractional programming. The basic idea is to formulate the local MC-MRA problem as an integer linear-fractional program, where the optimization objective is the ratio of
Algorithm 1 The DRR algorithm

Require: \( \delta, [\hat{p}_{i,j}]^{n \times m}, [d_{i,j}]^{n \times m} \)

1: \( [x_{i,j}]^{n \times m} \leftarrow [0]^{n \times m} \)
2: repeat
3:
   \[ \varphi \leftarrow \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} d_{i,j} \cdot x_{i,j}}{\sum_{i=1}^{n} \sum_{j=1}^{m} \hat{p}_{i,j} \cdot x_{i,j}} \]
4: \( [c_{i,j}]^{n \times m} \leftarrow [d_{i,j}]^{n \times m} - \varphi \cdot [\hat{p}_{i,j}]^{n \times m} \)
5: \( [x_{i,j}]^{n \times m} \leftarrow \text{Hungarian}([c_{i,j}]^{n \times m}) \)
6: \( f_{\varphi} \leftarrow \sum_{i=1}^{n} \sum_{j=1}^{m} (d_{i,j} - \varphi \hat{p}_{i,j}) \cdot x_{i,j} \)
7: until \( f_{\varphi} \geq \delta \)
8: return \( [x_{i,j}]^{n \times m} \)

two linear functions (i.e. cost and reliability score). The following integer program aims to minimize the costs over reliability:

\[
\min \frac{\sum_{t_i \in T_r} \sum_{w_j \in W_r} d_{i,j} \cdot x_{i,j}}{\sum_{t_i \in T_r} \sum_{w_j \in W_r} \hat{p}_{i,j} \cdot x_{i,j}} \tag{5.6}
\]

s.t. \( \sum_{w_j \in W_r} x_{i,j} = 1 \quad \forall t_i \in T_r \)

\( \sum_{t_i \in T_r} x_{i,j} = 1 \quad \forall w_j \in W_r \)

\( x_{i,j} \in \{0, 1\} \quad \forall t_i \in T_r, w_j \in W_r \)

It can be safely assumed that the denominator \( \sum_{i=1}^{n} \sum_{j=1}^{m} \hat{p}_{i,j} \cdot x_{i,j} \) is always non-zero because \( p_{i,j} \in (0, 1) \). Finding a direct solution to the above fractional program is a difficult problem; therefore, it is common to solve a linearized equivalent of Equation 5.6. Dinkelbach proposed a parametric approach to iteratively solve the
linearized version of linear-fractional programs, known as the Newton’s method [182]. The same method is applied here to transform the Equation 5.6 to an equivalent integer linear program using a Charnes and Cooper transformation [183]. The following integer program formulates the transformed program with the variable $\varphi$:

$$\min \sum_{t_i \in T_r} \sum_{w_j \in W_r} (d_{i,j} - \varphi \hat{p}_{i,j}) \cdot x_{i,j}$$
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s.t. \quad \sum_{w_j \in W_r} x_{i,j} = 1 \quad \forall t_i \in T_r

\sum_{t_i \in T_r} x_{i,j} = 1 \quad \forall w_j \in W_r

x_{i,j} \in \{0, 1\} \quad \forall t_i \in T_r, w_j \in W_r

Similar to the approaches discussed previously, the Hungarian algorithm is employed to solve the above assignment problem [184]. To discourage assignment of a previously unsuccessful worker to an incomplete task, the value of cost variable $(d_{i,j} - \varphi \hat{p}_{i,j})$ is replaced with a reasonably high value. The variable $\varphi$ is updated in each iteration using the Newton’s method [185]. Algorithm 1 summarizes the parametric algorithm for solving MC-MRA using the DRR approach. The DRR algorithm requires an optimality parameter $\delta$ which takes on reasonably small values. This parametric approach is known to quickly coverage to a solution since the number of iterations has strong polynomial bounds [184, 186].
5.4 Estimating Reliabilities

So far, it is assumed that the worker reliabilities are known at the time of assignment decisions. In reality the worker reliabilities are unknown; therefore, this assumption is now relaxed. Instead, the assignment process must proceed under uncertainty and learn from the observed outcomes of assignments in previous rounds. The assignment algorithms can estimate worker reliabilities by employing online learning techniques; therefore, the MC-MRA problem is cast as an adaptive assignment problem. The objective of learning is to minimize the difference between estimated worker reliability \( \hat{p}_{i,j} \) and actual worker reliability \( p_{i,j} \). In an online learning setting, the assignment algorithm must choose assignments for optimizing the MC-MRA and for generating good estimates. Two exploration strategies for estimating \( \hat{p}_{i,j} \) over time are presented: one is based on a semi-uniform approach and the other follows an interval estimation approach.

5.4.1 Greedy Exploration

The greedy exploration approach is implemented in two phases: a random exploration phase is followed by pure exploitation phase [64]. The basic idea is to randomly choose sub-optimal actions at the start to quickly generate estimates for reliability. Afterwards, assignments are chosen greedily based on the existing estimates of reliability while also learning from the outcomes. The duration of the exploration phase is controlled through an appropriately tuned parameter.

Algorithm 2 details the complete assignment process for \( R \) number of rounds based on the DRR assignment and the greedy exploration. The algorithm maintains two variables for each worker \( w_j \): the estimated reliability \( \mu_j \) and the
Algorithm 2 The DRR-GRD algorithm

Require: $R, \varepsilon, \delta, T, W$

1: $M \leftarrow |W|$ \text{Initialize estimates}

2: $[\mu_j]^M \leftarrow [0]^M$

3: $[\theta_j]^M \leftarrow [0]^M$ \text{Initialize counters}

4: \textbf{for} $r \leftarrow 1$ to $R$ \textbf{do}

5: $T_r \leftarrow Active(T)$ \text{Set of incomplete tasks}

6: $W_r \leftarrow Available(W)$ \text{Set of available workers}

7: $n \leftarrow |T_r|$

8: $m \leftarrow |W_r|$

9: $[d_{i,j}]^{n \times m} \leftarrow Distance(T_r, W_r)$ \text{Distance matrix}

10: \textbf{if} $r \leq \varepsilon$ \textbf{then}

11: $[\hat{p}_{i,j}]^{n \times m} \leftarrow [\mathcal{U}(0, 1)]^{n \times m}$ \text{Random scores}

12: \textbf{else}

13: $[\hat{p}_{i,j}]^{n \times m} \leftarrow Greedy(T_r, W_r, [\mu_k]^M)$ \text{Greedy scores}

14: \textbf{end if}

15: $[x_{i,j}]^{n \times m} \leftarrow DRR(\delta, [\hat{p}_{i,j}]^{n \times m}, [d_{i,j}]^{n \times m})$ \text{Assign tasks}

16: $Assign(t_i, w_j) \ \forall x_{i,j} > 0$

17: $Wait(\tau)$ \text{Wait for the end of round}

18: \textbf{for all} $x_{i,j} > 0$ \textbf{do}

19: $y_{i,j} \leftarrow Complete(t_i, w_j)$ \text{Completion indicator}

20: $\mu_j \leftarrow (y_{i,j} + \theta_j \cdot \mu_j)/(\theta_j + 1)$ \text{Update estimates}

21: $\theta_j \leftarrow \theta_j + 1$ \text{Update counters}

22: \textbf{end for}

23: \textbf{end for}

The number of assignments to the worker $\theta_j$. Each round starts with a listing of incomplete and active tasks along with available workers (Line 5-8). A distance matrix is calculated between incomplete tasks and available workers by calling the Distance sub-routine (Line 9). The algorithm requires a parameter $\varepsilon$ that dictates how the reliability scores are calculated during each round. For the
first $\varepsilon$ rounds the score matrix is sampled using a standard Uniform distribution; therefore, resulting in random assignments for the purpose of pure exploration (Line 11). During the rest of the rounds, the score matrix is calculated based on the estimated reliabilities by calling the *Greedy* sub-routine (Line 13). The sub-routine approximates the worker reliability as $\hat{p}_{i,j} \approx \mu_j$ and uses Equation 5.2 to calculate the elements of the score matrix. The algorithm uses the DRR algorithm for solving the local MC-MRA problem using distance and score matrices (Line 15). At the end of the round, the algorithm observes the outcomes of the chosen assignments and updates the $\mu_j$ estimates and counters variables accordingly (Line 19-23).

Note that the computational complexity of Algorithm 2 is bound by the complexity of the Algorithm 1, since all other operations are linear with respect to the number of tasks and number of workers. The performance of the DRR-GRD algorithm in terms of approximating the actual worker reliabilities is dependent on the exploration parameter $\varepsilon$. Understandably, a very small value of the exploration parameter $\varepsilon$ may result in inaccurate estimates which may lead to sub-optimal exploitation. Conversely, large values result in a high ratio of sub-optimal assignments due to over exploration.

5.4.2 Optimistic Exploration

The interval estimation approach does not make any explicit distinction between exploration and exploitation. Instead, assignments are chosen optimistically by giving preference to workers which have not been explored previously. The most widely known variant of this approach is based on the *upper confidence bound* (UCB) heuristic [64]. The basic idea is to calculate the confidence interval for the estimated worker reliability $\mu_j$ and define an upper bound for the expected
Algorithm 3 The DRR-UCB algorithm

**Require:** $R, \varepsilon, \delta, T, W$

1: $M \leftarrow |W|$
2: $[\mu_j]^M \leftarrow [0]^M$ \hspace{1cm} \{Initialize estimates\}
3: $[\theta_j]^M \leftarrow [0]^M$ \hspace{1cm} \{Initialize counters\}
4: **for** $r \leftarrow 1$ to $R$ **do**
5: \hspace{1cm} $T_r \leftarrow \text{Active}(T)$ \hspace{1cm} \{Set of incomplete tasks\}
6: \hspace{1cm} $W_r \leftarrow \text{Available}(W)$ \hspace{1cm} \{Set of available workers\}
7: \hspace{1cm} $n \leftarrow |T_r|$
8: \hspace{1cm} $m \leftarrow |W_r|$
9: \hspace{1cm} $[d_{i,j}]^{n \times m} \leftarrow \text{Distance}(T_r, W_r)$ \hspace{1cm} \{Distance matrix\}
10: \hspace{1cm} $[s_{i,j}]^{n \times m} \leftarrow \text{UCB}(T_r, W_r, [\mu_k]^M, [\theta_k]^M)$ \hspace{1cm} \{UCB scores\}
11: \hspace{1cm} $[x_{i,j}]^{n \times m} \leftarrow \text{DRR}(\delta, [s_{i,j}]^{n \times m}, [d_{i,j}]^{n \times m})$
12: \hspace{1cm} $\text{Assign}(t_i, w_j)$ \hspace{1cm} \forall $x_{i,j} > 0$ \hspace{1cm} \{Assign tasks\}
13: \hspace{1cm} $\text{Wait}(\tau)$ \hspace{1cm} \{Wait for the end of round\}
14: **for all** $x_{i,j} > 0$ **do**
15: \hspace{1cm} $y_{i,j} \leftarrow \text{Complete}(t_i, w_j)$ \hspace{1cm} \{Completion indicator\}
16: \hspace{1cm} $\mu_j \leftarrow (y_{i,j} + \theta_j \cdot \mu_j) / (\theta_j + 1)$ \hspace{1cm} \{Update estimates\}
17: \hspace{1cm} $\theta_j \leftarrow \theta_j + 1$ \hspace{1cm} \{Update counters\}
18: **end for**
19: **end for**

values of estimates based on the confidence interval. During each round, actions are chosen by giving preference to higher upper confidence bounds instead of the actual estimates. The higher the uncertainty of the estimates the higher the chance of the worker being selected in a round. The uncertainty is reduced over time due to the optimistic exploration strategy unless the worker population is highly unstable.

Algorithm 3 summarizes the assignment process based on the DRR assignment and the optimistic exploration. Similar to Algorithm 2, it stores both estimates and counter variables for each worker. During each round, the score matrix is
generated using the UCB sub-routine (Line 10). For each assignment between task $t_j$ and worker $w_j$, the reliability score is calculated by using Equation 5.2. The worker reliability is approximated as follows:

$$\hat{p}_{i,j} \approx \mu_j + \sqrt{3 \ln(r) \theta_j}$$

where the second term quantifies the upper bound on the confidence interval for the estimated reliability of the worker. The computational complexity of the DRR-UCB algorithm is also dominated by the DRR sub-routine. Each assignment round takes at most $O(n^3)$ time when $n > m$ and vice versa. Besides computational complexity, online learning algorithms are also analyzed under the notion of regret. Regret is defined as the difference between an algorithm’s decisions and optimal decisions in a sequential decision-making problem. Regret analysis of the proposed algorithm is non-trivial; hence, it is left as future work. A generalized regret analysis of upper confidence bound based algorithms can be found in [160].

### 5.5 Experimental Evaluation

The performance of proposed algorithms (DRR, DRR-GRD, DRR-UCB) against baseline algorithms (MWBM, CDP) is evaluated in terms of task completion rate and average travel costs. For this purpose, a set of experiments were performed on both real-world and synthetic data, Next, the experimental methodology followed during the experiments under various settings is presented.
5.5.1 Evaluation Methodology

As discussed in Chapter 4, evaluation of online algorithm with large-scale deployments of prototypes is prohibitively expensive and time-consuming [65]. Existing research works have circumvented this issue by simulating crowdsourcing environments using real-world data. Specifically, datasets from location-based social networks [13, 25, 36, 37, 175], mobile networks [41], and urban transport systems [38] have been used to evaluate crowd-based algorithms. A similar methodology is followed to evaluate the performance of the proposed algorithms.

A principled approach is taken for evaluation of the algorithms using an agent-based simulation methodology [173, 187]. The agent-based simulation methodology instantiates a platform agent, a request agents, and a set of worker agents. The simulation process proceeds in discrete rounds by exchanging data between these agents (see Chapter 4 for further details). All agents in the simulation were instantiated using a data-driven initialization; next section details the datasets used for this purpose.
Datasets

Both synthetic and real-world data were used to populate the variables of each simulated agent. The real-world dataset is based on data collected from a popular location-based social network: Foursquare\(^1\). The dataset contains check-ins, by people, on various locations in New York city from April 2012 to February 2013 [175]. The dataset contains 1,083 unique users, 38,333 unique locations, and 227,428 check-ins. A check-in represents the visitor relationship between a user and a location at a particular time. Figure 5.2 shows the distribution of check-ins as a heat map, where red areas indicate a higher concentration of check-ins. The users in the Foursquare dataset are considered as the crowd workers and initialize each agent’s visited locations according to the check-ins of the corresponding user. The requester agent is initialized by sampling check-ins in the Foursquare dataset.

Default settings were used for synthetic datasets for all other experiment settings, as described below.

Based on the existing literature, the task and worker locations were randomly initialized 2D space such that \(\text{latitude} \sim U(0,1)\) and \(\text{longitude} \sim U(0,1)\) [25, 38]. The worker agents were defined in terms of their average reliability \(\rho_j\). The average reliabilities were sampled from a parameterized uniform distribution i.e. \(\rho_j \sim U(\rho_{min}, \rho_{max})\). For each worker, the reliabilities on tasks were also sampled from uniform distribution i.e. \(p_{i,j} \sim U(\rho_j, 0.1)\). Table 5.1 summarizes both datasets.

---

\(^1\)https://www.foursquare.com/
used for data-driven initialization. The starting round for each task also uniformly distributed such that $r_i \sim \mathcal{U}(1, 90)$. The expiry time for tasks was initialized to a fixed value; such that, the task expires at the end of round $r_i + \xi$. We used Euclidean distance to quantify the travel costs between tasks and workers.

**Metrics**

Four metrics were used for the evaluation of assignment algorithms as described below:

- **Average Reliability** is the mean reliability over all tasks at the end of all rounds. Task reliability is the probability of success for the last assignment to the task.

- **Average Travel Cost** is the average of the distances to be traveled by workers assigned to tasks. Only the distances for the completed tasks were considered for the purpose of reporting.

- **Assignments per Task** is the number of assignments made for each task until it is performed and expires. Lower reliabilities should result in less chance of task completion; therefore, resulting is more assignments in subsequent rounds. Note that, the number of assignment for a task is bound by the expiry time $\xi$.

- **Task Completion Rate** is the percentage of tasks completed with high quality after the end of all rounds. From a requester’s perspective, task completion is the primary success criteria.
Table 5.2: Experiment settings used for experimental evaluation

<table>
<thead>
<tr>
<th>Agent</th>
<th>Parameter</th>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worker</td>
<td>$[\rho_{min}, \rho_{max}]$</td>
<td>Range of worker reliabilities</td>
<td>$[0.2,0.5], [0.2,0.6], [0.2,0.7], [0.2,0.8]$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>W</td>
<td>$</td>
</tr>
<tr>
<td>Requester</td>
<td>$</td>
<td>T</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>$\xi$</td>
<td>Duration of tasks in terms of rounds</td>
<td>$1, 3, 5, 7, 9$</td>
</tr>
<tr>
<td>Platform</td>
<td>$R$</td>
<td>Number of rounds</td>
<td>$90$</td>
</tr>
<tr>
<td></td>
<td>$\delta$</td>
<td>Convergence parameter for Newton’s method</td>
<td>$0.01, 0.1, 0.2, 0.3$</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>Exploration parameter of semi-uniform learning</td>
<td>$0.05, 0.1, 0.2$</td>
</tr>
</tbody>
</table>

**Experiment Settings**

Each experiment was performed by changing a single parameter value while keeping others fixed. All of the experiments were run on an Intel Core i7-4600 CPU @2.90 GHz with 16 GB RAM. The algorithms were implemented using the open source libraries in Python. The Jonker and Volgenant variant of the Hungarian algorithm, as implemented in Pymatgen\(^2\) library [188], was used for implementing the MWBM, CDP, and DRR approaches. The linear programming phase of CDP approach was implemented using Pyomo\(^3\) optimization library [189] and the GNU Linear Programming Kit\(^4\). Table 5.2 lists the range of values for the experimental settings and algorithm parameters, with default values in bold font. All reported metrics are based on the average of 10 runs of the same experiment settings.

---

\(^2\)http://pymatgen.org/
\(^3\)http://www.pyomo.org/
\(^4\)http://www.gnu.org/software/glpk/
5.5.2 Experiments on Real-world Data

All of the algorithms discussed in this chapter, as well as the baseline random assignment algorithm, were compared using the real-world dataset. The reliabilities of workers are initialized based on the ratio of unique locations in a worker’s check-ins history against the total number of locations. Figure 5.3 shows the distribution of worker reliabilities that shows that the majority of workers have low reliabilities, similar to the distributions observed in commercial crowdsourcing systems [20]. The time duration of a round is initialized to a day. For each worker, the location of the last check-in is considered as the current location of the worker in a round. Dynamically arriving tasks were simulated by uniformly sampling 50,000 check-ins; therefore, the distribution of tasks locations and start time was the same as the distributions of check-ins. In summary, there are 322 rounds, 1,083 workers, and 50,000 tasks in the experiments based on the real-world dataset.

Figure 5.4 shows the comparison of algorithms in terms of average reliability. Understandably, all the algorithms discussed in this chapter outperform the baseline algorithm. The MWBM, CDP, and DRR algorithms perform at similar
levels, while the DRR-GRD and DRR-UCB algorithms achieve a 5-6% lower average reliability. Note that both CDP and DRR algorithms achieve high reliability with very small travel costs, as shown in Figure 5.4. In fact, the DRR algorithms and its learning based variants achieve even lower travel costs as compared to CDP, with a relative decrease of almost 50%.

Figure 5.5 shows the performance of algorithms in terms task completion rate.

Figure 5.4: Comparison of algorithms on over multiple rounds of assignment on Foursquare data

Figure 5.5: Comparison of algorithms on over multiple rounds of assignment on Foursquare data
after each round. The task completion is the ratio of the cumulative number of completed tasks against the cumulative number of tasks appeared until round \( r \). The MWBM achieves the best completions rate; however, the relative performance of other algorithms is slightly lower than MWBM. All algorithms achieve less than 70% completion rate with expiry set to 3 rounds for all tasks. Understandably, the low completions rate is due to the skewed distribution of worker reliabilities. The skewness of worker reliabilities is due to the fact that majority of users in New York dataset visited very few locations. This means that assignment algorithms might not have the desired effect on task completion rate if general worker population is not motivated to perform tasks.

5.5.3 Experiments on Uniform Data

This subsection compares the algorithms on synthetic dataset under various settings. The objective of these experiments is to establish the effects of individual parameters on algorithm performance.

Effects of Expiry Time

Figure 5.6 shows the effect of varying the task expiration time \( \delta \), on the performance of the algorithms with known reliabilities. The increase in the expiry does not affect the average reliability of tasks across all algorithms since it remains with a relatively stable range of all values (Figure 5.6a). A similar pattern is observed for the travel costs of algorithms when compared to the increase in task expiry times (Figure 5.6b). In terms of the relative performance of algorithms, the MWBM and CDP algorithms perform best in terms of reliability but they also perform worst in terms of the travel costs. By comparison, the DRR algorithm although performs 10% less in term of reliability and achieves 80% less travel
cost. This demonstrates the effectiveness of the DRR algorithm against other algorithms with known reliabilities. The CDP algorithm fails in prioritizing small distances due to the uniqueness of solutions generated during the first phase of the algorithm; therefore, the second optimization phase faces limited choices with already high distances. The DRR algorithm optimizes the distance-reliability ratio; hence, achieving better results for both metrics.

Figure 5.6a and Figure 5.6b also show the performance of the DRR-GRD algorithm. Note that, the DRR-GRD algorithm does not have access to worker
reliabilities at the time of assignment; instead, it approximates the reliabilities based on worker reliabilities estimated over time. The exploration parameter was fixed at $\varepsilon = 0.2$ to control the percentage of rounds with the randomized assignment for the purpose of learning. The DRR-GRD algorithm achieves reliability within 10%-15% of the DRR algorithm while performing similarly on the travel costs. This supports the claim that DRR-GRD algorithm quickly estimates the worker reliabilities that are exploited for assignments in later rounds. Figure 5.6c and Figure 5.6d show the number of assignments per task and the percentage of completed tasks for all algorithms. Understandably, the DRR and DRR-GRD algorithm require more assignments per task to ensure task completion. In the worst case, the DRR-GRD algorithm requires no more that 1.6 assignments even when expiry times are more that 9 rounds for each task. Intuitively, the percentage completion of tasks reaches near maximum with expiry times of more than 3 rounds. The variation in expiry times does not affect the performance in terms of reliability and costs; however, higher expiry times lead to better completion rates due to repeated assignments.

**Effects of Worker Reliability**

Figure 5.7 shows the effects of the range of worker reliability on the comparative performance of the algorithms. The minimum value of the range was fixed at $\rho_{\text{min}} = 0.2$ while varying the maximum value $\rho_{\text{max}} \in \{0.5, 0.6, 0.7, 0.8\}$ of the reliability of workers. The reliability increases linearly with the increase in the range of worker reliabilities, for all workers (Figure 5.7a). Intuitively, the higher $\rho_{\text{max}}$ results in more workers available with high success rates for tasks assigned to them. The distance reliability ratio based algorithms consistently achieve small travel costs with no effects due to changes in worker reliabilities (Figure 5.7b).
Figure 5.7: Effects of the range of worker reliability (Uniform Data)

As expected, the number of assignments per task decreases with an increase in $\rho_{\text{max}}$, indicating the availability of more reliable workers during each round. The relative performance, in terms of the number of assignments, decreases constantly for all algorithms (Figure 5.7c). Similar, to the task reliability the percentage of completed tasks increases with increase in the worker reliability range (Figure 5.7d). Note that, even when the reliability range of workers is very low $\rho_j \in [0.2, 0.5]$ the percentage of completed tasks is above 90% for algorithms with known reliabilities and above 75% for the algorithm with
Effects of Number of Tasks

Figure 5.8 shows the effects of varying the number of tasks with parameter $|T|$; therefore, there are more tasks available for assignment during each round. The task reliability decreases slightly with increasing number of tasks (Figure 5.8a), while the average travel costs still remain the same even when there are ten times
more tasks during a round (Figure 5.8b). The decrease is primarily contributed due to low-reliability workers being selected for more tasks in each round. Alternatively, if the worker reliabilities were skewed towards the higher end of the range $[\rho_{\text{min}}, \rho_{\text{max}}]$ then the decrease might have been less. The performance of algorithms, in terms of the number of assignments per task, is the opposite of the reliability performance (Figure 5.8c). The percentage completion of tasks also falls when the number of tasks per round increases. The rate of decrease is strongest for the DRR-GRD algorithm, possibly due to the randomized assignment during the exploration phase.

**Effects of Number of Workers**

Figure 5.9 shows the effects of varying the number of workers with parameter $|W|$; such that, there are more alternatives available for assignment during each round. The average reliability increases due to more reliable workers being assigned, as the number of workers increase (Figure 5.9a). The relative rate of increase in task reliability is smaller for the DRR-GRD algorithm as compared to other algorithms. The MWBM and CDP algorithms achieve near maximum reliability for more than 500 workers. Note that, the CDP algorithm manages to reduce the average travel cost as the number of workers increases when compared to MWBM. This reduction is due to the close distance priority in the second stage of the algorithm while choosing an assignment from the feasible high-reliability assignments. The number of workers does not have a significant variation for the percentage completion of tasks (Figure 5.9d).
Figure 5.9: Effects of the range of the number of workers (Uniform Data)

**Effects of Algorithm Parameters**

Besides analyzing the comparative performances of algorithms, the relationship between the performance of algorithms and their parameters was also studied. The convergence parameter $\delta$ for the distance reliability ratio algorithms is based on the Newton’s method. Figure 5.10 shows the comparison of the DRR, DRR-UCB and the DRR-GRD algorithm (using different values of exploration parameter $\epsilon \in \{0.1, 0.2\}$). The average reliability of tasks does not change significantly when the convergence parameter $\delta$ takes on reasonably small values (Figure 5.10a). The
DRR-UCB algorithm achieves performance similar to the DRR-GRD algorithm in terms of the average reliability, specifically for $\delta = 0.1$. The DRR-UCB achieves almost half of the travel costs achieved by other algorithms. These results establishes the relative superiority of DRR-UCB algorithm which does not require any parameter to control exploration. The UCB approach is also known to perform best asymptotically i.e. with an infinite number of rounds [190].
Table 5.4: Comparison of algorithms in terms of execution time (seconds) on Uniform dataset.

| Algorithm    | $|T| = 500$ | $|W| = 50$ | $|W| = 100$ | $|W| = 200$ |
|--------------|------------|-----------|-----------|-----------|
| CDP          |            | 0.409 ±0.10 | 1.524 ±0.62 | 5.595 ±2.59 |
| DRR          | **0.188 ±0.12** | **0.564 ±0.49** | **2.411 ±2.78** |
| DRR-UCB      | 0.187 ±0.10 | 0.707 ±0.79 | 4.087 ±4.59 |
|              | $|T| = 1000$ |           |           |           |
| CDP          |            | 0.726 ±0.15 | 3.801 ±1.01 | 14.338 ±5.94 |
| DRR          | **0.526 ±0.15** | **2.774 ±1.21** | **11.925 ±6.38** |
| DRR-UCB      | 0.625 ±0.16 | 3.069 ±1.33 | 16.384 ±10.09 |
|              | $|T| = 2000$ |           |           |           |
| CDP          |            | **2.184 ±0.89** | 9.318 ±1.31 | 49.560 ±14.87 |
| DRR          | 2.481 ±1.41 | **8.356 ±1.35** | **42.699 ±10.50** |
| DRR-UCB      | 5.842 ±3.95 | 10.108 ±1.73 | 60.629 ±17.35 |

**Time Performance Comparisons**

The running times of proposed approaches are also reported while fixing the number of rounds $R = 50$, the number of tasks $|T| = 500$, and the number of workers $|W| = 100$. Table 5.3 lists the mean execution time (in seconds) for a round, as well as the standard deviation. As expected, the MWBM algorithm performs best in terms of execution. The results also establish the relative performance gain of the DRR approach as compared to the CDP approach. Although both approaches rely on the Hungarian algorithm as the base assignment approach, the parametric approach of DRR outperforms the two-phased approach of CDP. The open source GLPK solver for the second phase of CDP with linear programming results in higher execution times. Using commercial solvers such
as CPLEX or GUROBI can improve the relative performance of CDP [191]. The DRR-GRD algorithm takes more time when compared to the DRR algorithm due to the extra enumeration through feasible solutions when early estimates of worker reliability are similar. By comparison, the DRR-UCB algorithm performs similarly to the DRR algorithm in terms of execution time. The relative degradation of DRR-GRD algorithm, against the DRR-UCB algorithm, can attribute to the dense costs matrices generated by the initial random exploration.

Table 5.4 studies the scalability of the CDP, DRR, and DRR-UCB algorithms against a different number of tasks and workers. The experiments were conducted with $R = 50$, $|T| \in \{500, 1000, 2000\}$, $|W| \in \{50, 100, 200\}$, and other parameters with default values. As highlighted in bold font, the DRR algorithm performs the best in general. Interestingly the DRR-UCB algorithm performs the worst when the number of tasks and workers are high. This could be due to the extra time taken by the DRR subroutine to converge.

### 5.5.4 Experiments on Skewed Data

This section discusses the experimental evaluation of proposed algorithms on skewed distributions. Given the range of worker reliabilities $[\rho_{\text{min}}, \rho_{\text{max}}]$, the average reliabilities for worker agents were sampled from Normal distribution i.e. $\rho_j \sim \mathcal{N}((\rho_{\text{max}}-\rho_{\text{min}})/4+\rho_{\text{min}}, (\rho_{\text{max}}-\rho_{\text{min}})/4)$. Performance results of algorithms under various experimental settings as follows.

#### Effects of Expiry Time

Figure 5.11 shows the effect of varying the task expiration time $\delta$, which is similar to the results for the Uniform distribution of worker reliabilities. In general, the average reliability is lowered due to the smaller values of worker reliabilities.
The DRR-GRD algorithm improves in terms of average reliability per task as the expiry times increases. Algorithms based on DRR approach perform significantly better in terms of the travel costs (Figure 5.11b). Figure 5.11c shows the number of assignment per task for each algorithm. Understandably, the overall performance of all algorithms is degraded relative to the results of the Uniform distributions. Otherwise, the pattern of algorithmic performance remains the same. Figure 5.11d shows the percentage of tasks completed for all algorithms. Apart for DRR-GRD, all algorithms reach new maximum completion rate with
more that 3 rounds of expiry time.

**Effects of Workers’ Reliability**

Figure 5.12 shows the effects of the range of worker reliability on the comparative performance of algorithms. The reliability increases linearly with the increase in the range of worker reliabilities, for all workers (Figure 5.12a). The DRR based algorithms consistently achieve small travel costs with no effects due to the changes in worker reliabilities (Figure 5.12b). The relative performance, in terms of
the number of assignments, decreases constantly for all algorithms (Figure 5.12c). Similar, to the task reliability the percentage of completed tasks increases with increase in worker reliability range (Figure 5.12d).

**Effects of Number of Tasks and Workers**

Figure 5.13 shows the effects of varying the number of tasks with parameter $|T|$; therefore, there are more tasks available for assignment during each round. The task reliability decreases with increasing number of tasks (Figure 5.13a), where
the MWBM and the CDP approaches show the highest decrease for $n = 5000$. The average travel costs still remain the same even when there are ten times more tasks during a round (Figure 5.13b). The performance of algorithms in terms of the number of assignments per task is the opposite of the reliability performance (Figure 5.13c).

Figure 5.14 shows the effects of varying the number of workers with parameter $|W|$; such that, there are more alternatives available for assignment during each round. The average reliability of tasks increases due to more worker being assigned
with higher reliability, as the number of workers increases (Figure 5.14a). The number of workers does not have a significant effect on the percentage completion of tasks (Figure 5.14d).

5.6 Discussion

This section discusses the implications of the comparative performance results of the algorithms discussed in the chapter. The discussion is focused on how the MC-MRA problem and its associated algorithm address the research requirements. Furthermore, the limitations of the proposed approach are also discussed.

Formulation of Optimization Objectives

This chapter presents three approaches to addressing the MC-MRA problem. The CDP and DRR approaches aim to optimize the reliability as well as the travel costs. The proposed DRR approach is based on the linear-fractional programming formulation of the MC-MRA problem. The linear-fractional programming approach for optimization is a generalized case of the linear assignment problem; therefore, the proposed approach provides a more generalized solution to the MC-MRA problem. When travel costs sum to a unit in a round the DRR equals the MWBM approach. Other cost-reliability ratio assignment problems, in crowdsourcing, can also be formulated following the similar approach. Since the approach transforms the fractional optimization objective to an equivalent linear optimization objective, any existing algorithm for the linearized solution can be used to solve the problem. Subsequently, the computational complexity is dominated by the problem size and the computational complexity of the algorithm used for the linearized solution.

The MC-MRA problem presented in this chapter assumes one response
constraint per task, which means that the each task is assigned at most one worker. Consideration of multiple workers per tasks either for redundancy or diversity is a possible extension; however, such constraints increase the complexity of problem requiring approximate solutions. As a simple extension, each task that requires multiple responses can be considered as multiple instances of the same task. Similarly, a worker with more than one task capacity can be modeled as multiple instances of the same worker. The performance of the approaches proposed here needs to be validated with more complex constraints, such as the task diversity [38] or budget constraints [47]. Even worker constraints such as capacity or time duration can further enhance the assignment process. Note that, a linear-fractional program can be easily transformed into an equivalent linear program as far as the constraints matrix is unimodular on the right-hand side [192].

**Online Learning Heuristics**

Besides the DRR approach, the other main contribution of this chapter is addressing the explore-exploit trade-off for the estimation of worker reliabilities in the face of uncertainty. The real world is uncertain; therefore, it is essential to incorporate appropriate learning capabilities in spatial crowdsourcing process. The real world is also dynamic; hence, it is useful to update the learning in spatial crowdsourcing process. The proposed approach for the dynamic estimation of workers’ reliabilities is based on the combinatorial bandits, which deals with uncertain decision making over time. Among the two learning approach proposed here for MC-MRA problem, the greedy approach performs reasonably well in comparison to the deterministic algorithms. However, the greedy approach suffers from poor short-term performance as the learning is scheduled in first few rounds. To overcome this issue, an alternative greedy approach based on semi-uniform
learning is proposed in literature where randomized exploration is scheduled during any round based on a probability parameter [64]. Both of these greedy approaches suffer from randomization error. By comparison, the upper confidence bound approach performs better in the long-term which underlines its utility for long running systems with dynamic worker populations.

Both DRR-GRD and DRR-UCB algorithms estimate the reliabilities of workers in each round of assignment. The exploration is based on the estimates plus an adjustment term, that depends on the number of times a worker has been chosen previously. This means that the more a worker is explored the more accurate the estimates are. Instead of estimating distribution parameters, the actual Bernoulli distribution for assignment successes of a worker can be estimated using Bayesian methods [193]. Similarly, probability matching approaches try to match the number of times a worker is chosen with the probability of that worker being the most reliable [63, 193].

Besides the feedback of task completion, other contextual information helps improve the learning process by providing additional data points. Existing approaches based on the multi-armed bandit problem tend to exploit this information for the purpose of improving the estimates of future rewards [66]. In the current formulation the locations of tasks and workers serve as the contextual information; however, this information is only used to optimize travel costs. Contextual algorithms [32] exploit side information including locations and other information such as task types, worker demographics, location properties, etc. The utility of such approaches in combinatorial optimization setting is yet to be investigated for spatial crowdsourcing.
Reliability in Spatial Crowdsourcing

The worker reliability as defined in this paper depends on both task and worker. This definition of reliability does not include the effects of external factors on the probability of success. Furthermore, the exact definition of a successful task completion is left to designers of spatial crowdsourcing system. For instance, a platform designer or requester might define the completion of a task in terms of the resolutions of the uploaded pictures. On the other hand, another requester might define the success in terms of a presence of specific objects in uploaded pictures. In this sense, the reliability of a worker might be thought of as the rate of successful task completion. Therefore, it is intuitive to maximize the reliability through intelligent assignment decisions.

The probabilistic definition of reliability is fairly recent in spatial crowdsourcing literature. The reliability is defined as the probability of task being completed by an assigned worker. A recent proposal defined probability as decreasing function of the distance between task and worker [37]. Additionally, it was assumed to be independent of task and worker. Another proposal defined fixed probability as the reliability of a worker [38]. The reliability in terms of the frequent routes visited by a worker was also considered for WST-based spatial crowdsourcing [26]. In general, all these definitions of reliability are independent of tasks. Instead, this paper assumes worker reliability being dependent on the assigned task.

Within the literature on non-spatial crowdsourcing, the reliability of a worker is defined in terms of the accuracy of responses provided by the worker. On one hand, the reliability of worker can be the closeness of response provided by a worker to the predicted values of a regression task [49]. On the other hand, it is the
reliability ratio of correct responses against all responses provided by a worker for binary classification tasks [52]. Domain specific definitions of worker reliability are common in the literature on non-spatial crowdsourcing.

Limitations & Strengths

One of major strength of the proposed approach is its applicability to more realistic spatial crowdsourcing scenario, as compared to existing task assignment approaches in spatial crowdsourcing. The platform being a participating agent in the multi-agent environment of spatial crowdsourcing, must adapt its behavior according to the outcomes of task assignments over time. In this regard, our proposed approach enable intelligent assignment decisions for optimizing spatial crowdsourcing, in the face of uncertainty. Our proposed approach is also applicable to other areas of expert and intelligent systems. It is specifically suited for application scenarios when optimization objective is to maximize cumulative rewards and minimize cumulative costs while assuming that the rewards are uncertain.

The adaptive task assignment approach faces limitations due to three underlying assumption. First, the multi-armed bandit formulation of the reliability approximation necessitates immediate observability of assignment outcomes. Second, it is assumed that the worker reliabilities are stochastic. This assumption ignores the strategic behavior of worker in responses of previously assigned tasks. Learning heuristics for adversarial outcomes of decisions have also been studied in the literature on multi-armed bandits. However, a detail investigation of such heuristics, for task assignment in spatial crowdsourcing, is out of the scope of this work. Finally, there could be situations when a worker might attempt an assigned task after the end of a round. Incorporating such delayed outcomes is another
limitation of this research work.

Assigning a chain of tasks to a worker such that assigned task are clustered within an area is also intuitive [20]. The DRR algorithms assign the nearest tasks to a worker over many rounds, which can also form a chain of tasks over time. However, a worker cannot plan travel path since future tasks are not revealed beforehand. Task chains can be considered in the case of multiple tasks per worker in a round. But this is a known hard problem and out of the scope of this work. Furthermore, it adds to the complexity of assignment decisions due to considerations of load balancing and social welfare. Social welfare entails that all workers are given the opportunity to perform tasks, instead of favoring worker with higher load capacity in a round. The goal of optimizing social welfare is to promote long-term engagement [16].

5.7 Chapter Summary

This chapter presented the minimum cost maximum reliability assignment problem in spatial crowdsourcing. This problem formalizes the spatial context and multi-criteria optimization requirements of adaptive task assignment. A distance reliability ratio based approach is proposed to address this problem. Experimental evaluation validates that the empirical performance of proposed approach. As compared to the baseline approaches, the proposed approach achieves high reliability and low travel costs.

The minimum cost maximum reliability assignment problem is extended for adaptive task assignment scenario. It formalizes the requirement of the explore-exploit trade-off for estimating unknown worker reliabilities. To address the trade-off, the distance reliability ratio approach is extended with two online
learning heuristics. The first semi-uniform approach achieves travel costs similar to the distance reliability ratio approach while achieving reliability within 15%. The second interval estimation approach achieves even better travel costs when compared to the semi-uniform approach. In general, the results suggest the online learning based assignment algorithms perform reasonably well even under varying conditions.
Chapter 6

Adaptive Assignment with Spatial Contextual Learning

Chapter 5 focused on adaptive assignment problem in spatial crowdsourcing under two simplifying assumptions. First, the worker’s reliabilities over different tasks are non-identical Bernoulli trials. Second, the travel costs between tasks and workers are part of the optimization objectives. The intuition behind the second assumption was that assigning nearby tasks to workers would encourage task completion. The proposed algorithms used simple estimates of the worker reliabilities for making assignment decisions. In reality, the probability of the success of an assignment is not a simple coin toss. Teodoro et al. showed that the context of tasks and workers is important in workers’ decisions to perform tasks [16, 20]. For instance, the socio-economic status of the task location influences the worker reliability [24]. In fact, workers chose not to perform tasks located in a low-income area of the city. It is clear that the assignment algorithms should also consider contextual information. So that the algorithms are able to learn the
Figure 6.1 motivates the need for adaptive task assignment based on contextual variables. In this scenario, the assignment algorithms have access to a contextual vector $Z_{i,j}$ for each task-worker combination. Each vector contains two variables: the first variable is the task type and the second variable is the distance between a task and a worker. Based on the observed knowledge assumption, the assignment algorithm must estimate the worker reliability. The estimation uses contextual variables and the outcomes of the previous assignment. This scenario highlights the three research requirements: explore-exploit trade-off, spatial context, and contextual learning.

This chapter introduces the contextual bandits approach for adaptive task
assignment with contextual learning in spatial crowdsourcing. The rest of the chapter is structured as follows. Section 6.1 extends the maximum reliability assignment problem from Chapter 4 with contextual learning. Section 6.2 analyzes the existing approaches to context-free learning. The analysis based on the literature on the bandit problem. Section 6.3 introduces the contextual bandits approach for assignment algorithm based on a linear regression model. Section 6.4 describes the adaptive task assignment algorithm that combines regression model and interval estimation. Section 6.5 presents an experimental evaluation of the proposed algorithms on real-world datasets. Section 6.6 discusses the implications of the results and Section 6.7 concludes the chapter.

### 6.1 Problem Description

Chapter 5 introduced the *minimum cost maximum reliability assignment* (MC-MRA) problem with probabilistic worker reliabilities and deterministic travel costs. The distances were treated as the contextual spatial information that was used to optimize the expected travel costs. In addition, no further assumptions were made about the availability of more contextual information at the time of assignment decisions. It is well-known that the success probability of an assignment is dependent on the context of tasks and workers [16, 24].

In general, there are two approaches to knowledge representation for adaptive task assignment in the literature: scalar and vector. In the scalar approach, as used in Chapter 5, the knowledge about a worker’s reliability is represented as a scalar value. Whereas the vector approach represents knowledge as a set of worker-specific coefficients that are used to generate estimates of reliability based on a weighted combination of contextual variables. The majority of existing research
on adaptive task assignment models the heterogeneous task types using the vector approach [51, 52]. This chapter develops a novel vector-oriented approach for the estimation of worker reliabilities. The proposed approach individualizes the linear regression models for workers. Such an approach allows the learning of worker-specific influences on assignment outcomes based on the contextual variables. The worker reliability is assumed to be a function of the contextual variables \( Z_{i,j} \), worker-specific coefficients \( U_j \), and random factors \( e_{i,j} \):

\[
p_{i,j} \sim f(Z_{i,j}, U_j, e_{i,j})
\]

In general, the function \( f \) is unknown. However, it is common to assume that the function belongs to a class of probability-generating functions such as Logit and Probit. Furthermore, it is also reasonable to assume that the worker-specific coefficients define each individual worker’s preferences of performing the tasks assigned to them. As described in Chapter 5, the overall objective is to design an algorithm that aims to maximize the reliability \( P(r) \) over all rounds (see. Equation 4.1).

**Definition 6.1 (Maximum Reliability Assignment with Context).** The problem of maximum reliability assignment with context (MRA-C) is to assign workers to tasks such that the total reliability is maximized over all rounds i.e. \( \max \prod_{r=1}^{R} P(r) \), while exploiting the contextual variables \( Z_{i,j} \).

Similar to the original maximum reliability assignment problem, a global solution to the MRA-C problem is not feasible unless the assignment process is clairvoyant i.e. all information about rounds and probabilities is known beforehand. If the probability of success \( p_{i,j} \) is known for each assignment, then the local optimization strategy based on the maximum weight bipartite matching
can be applied. As is the general case in this thesis, this chapter also focuses on the situations when $p_{i,j}$ are unknown and must be estimated using the contextual variables and observed assignment outcomes over time. Online learning is one of the fundamental requirements of the adaptive assignment problem as introduced in the Chapter 4, and the MRA-C problem is an instantiation of the adaptive assignment problem.

6.2 Baseline Approaches

Online learning in MRA-C is formulated according to the combinatorial bandits framework, which necessitates that the assignment algorithms must address the explore-exploit trade-off. In general, the existing research on combinatorial bandits employs heuristics to learn from previous outcomes and generate estimates for expected values of parameters of interest, i.e. worker reliability. The following list summarizes the high-level categories of these heuristics for online learning:

- The semi-uniform heuristics alternate between learning and optimization. The simplest example of an algorithm based on the semi-uniform heuristics is the $\epsilon$-Greedy algorithm [63]. For the adaptive assignment, such an algorithm chooses random assignments with probability $\epsilon$. Otherwise, the optimal assignments are chosen based on the existing estimates. The parameter $\epsilon$ controls the percentage of rounds dedicated to randomized assignments for the purpose of learning. Understandably, high values of $\epsilon$ result in more accurate estimates of success probabilities. Chapter 5 proposed the DRR-GRD algorithm for the minimum cost maximum reliability assignment problem that is also based on a semi-uniform heuristic for learning. In this case, the random assignments are scheduled in first
few rounds of assignment instead of being randomly scheduled. This two-phased approach of online learning is referred to as the $\varepsilon$-First algorithms in the literature [64].

- The probability matching heuristics make choices by estimating the likelihood of each choice being optimal. The Softmax algorithm employs one such heuristic based on the Boltzmann distribution [40]. For the adaptive assignment, such an algorithm chooses assignments with a probability that is proportional to the observed successes of assignment in previous rounds. It takes $\tau$ parameter, called the temperature, that moderates the degree to which the optimal choices are preferred. Higher values of $\tau$ mean more exploration of workers.

- The interval estimation based heuristics represent an optimistic approach by selecting less explored choices. The UCB algorithm is one of the most popular in general literature of the bandit problem, primarily due to its easier performance analysis [64]. For adaptive task assignment, this heuristic chooses the assignments that have the highest confidence bound on the expectation of worker reliability. Chapter 5 proposed the DRR-UCB algorithm which employs the UCB heuristic for the minimum cost maximum reliability assignment problem. A parameterized version of the UCB algorithm, known as the UCB2, uses the parameter $\lambda$ to control the level of optimism by weighting the confidence interval.

This chapter considers the assignment algorithms based on the representative heuristics for each of these categories. The maximum weight bipartite matching serves as a local optimization strategy conjunction with $\varepsilon$-Greedy, Softmax, and UCB2 heuristics, as the baseline algorithms. All of the baseline algorithms are
categorized as the context-free algorithms. This is due to their entire reliance on the observed outcomes of previous assignments for the assignments in next round.

6.3 Contextual Bandits

This chapter formalizes the MRA-C problem, as inspired by the contextual bandits framework [66]. In this formalization, the pool of available workers $W_r$ is considered as the multi-armed bandit such that each worker corresponds to an arm. An assignment $x_{i,j}$ of a task $t_i$ to the worker $w_j$ is equivalent to playing an arm and the outcome of the assignment $y_{i,j}$ is the resulting reward. For each dynamically arriving task, choosing a worker with the highest expectation of $y_{i,j}$ leads to the maximization of the assignment success. In the MRA-C problem, the spatial features of task and workers are revealed before assignment decisions. For instance, the location attributes of task and worker can be considered the contextual information that might be useful for making assignments.

The assignment process proceeds in a set of discrete rounds $R$. During each round $r$ the following steps are performed:

1. The process considers the current incomplete tasks $T_r$ and the pool of available workers $W_r$. Each pair of a task $t_i$ and a worker $w_j$ has an associated d-dimensional vector $Z_{i,j}$. The vector $Z_{i,j}$ contains the contextual variables defined according to the spatial and non-spatial attributes of the task and workers.

2. The algorithm calculates the reliability score matrix $[\hat{p}_{i,j}]^{n,m}$. Each score variable $\hat{p}_{i,j}$ approximates the reliability of worker $w_j$ for the task $t_i$.

3. The algorithm chooses an assignment matrix $[x_{i,j}]^{n\times m}$ for the current round.
based on the contextual variables and learning from the outcome of the previous rounds. The tasks are assigned to workers according to the assignment set.

4. The process waits until the end of the round and observes the outcomes $y_{i,j}$ for each assignment $x_{i,j}$.

5. The assignment algorithm updates its estimates for worker-specific coefficients $U_j$ of the individualized reliability model.

Figure 6.2 illustrates the workflow described above; in addition, it highlights the key steps where the contextual bandits approach improves the combinatorial bandits approach. A good assignment algorithm for the MRA-C problem aims to maximize the total reliability over all rounds i.e. $\max \prod_{r=1}^{R} P(r)$. The next section introduces one such algorithm that exploits the relationship between contextual variables and assignment outcomes to maximize reliability.

### 6.4 Estimating Reliabilities with Contextual Variables

The main source of uncertainty in the MRA-C problem is the unknown worker reliability $p_{i,j}$. An assignment algorithm could follow a simplistic approach by assuming that each worker has a fixed behavior of task acceptance, i.e., $p_{i,j} = \rho_j$ for all $t_i \in T_r$. In such a case, the success rate of each worker can be modeled as a Binomial process with parameter $\rho_j$. Given the contextual variables $Z_{i,j}$, it is important to exploit this information to improve the assignment algorithm. The adaptive task assignment proposed in this chapter assumes that the worker
Figure 6.2: Work flow of the adaptive assignment problem with contextual bandits.

reliability is a linear function of contextual variables. Therefore, the expectation of assignment success is defined as below

$$E[y_{i,j}|Z_{i,j}] = U_j^T Z_{i,j} + e_{i,j}$$  \hspace{1cm} (6.1)

As noted earlier, the vector $U_j$ defines the unknown vector of worker-specific coefficients that need to be learned from observed outcomes. On one hand, the objective of the assignment algorithm is to choose assignments with the highest expectation of $y_{i,j}$. On the other hand, the algorithm must estimate the coefficients $U_j$ for each worker by assigning tasks to unexplored workers. One heuristic to address this learning against optimization is the *linear upper confidence bound* (LinUCB), that uses ridge regression over contextual variables and outcome variables for learning the coefficients on the linear model [66, 194].

Algorithm 4 lists the LinUCB heuristic for the MRA-C problem. The algorithm
Algorithm 4 The SpatialUCB algorithm

Require: $\lambda, R, T, W$

1: for $r \leftarrow 1$ to $R$ do
2: $T_r \leftarrow \text{Active}(T)$  {Set of incomplete tasks}
3: $W_r \leftarrow \text{Available}(W)$  {Set of available workers}
4: for all $w_j \in W$ do
5: if $w_j$ is new then
6: $V_j \leftarrow I_{d \times d}$  {Initialize covariance matrix}
7: $\hat{U}_j \leftarrow [0]_{d}$  {Initialize coefficient vector}
8: end if
9: end for
10: $n \leftarrow |T_r|$
11: $m \leftarrow |W_r|$
12: $[Z_{i,j}]_{n \times m} \leftarrow \text{Context}(T_r, W_r)$  {Observe d-dimensional context vectors}
13: $[\hat{p}_{i,j}]_{n \times m} \leftarrow \text{LinUCB}(\lambda, [V_j]^m, [\hat{U}_j]^m, [Z_{i,j}]_{n \times m})$  {Estimated scores}
14: $[x_{i,j}]_{n \times m} \leftarrow \text{Hungarian}([\hat{p}_{i,j}]_{n \times m})$  {Assignment matrix}
15: Assign($t_i, w_j$)  $\forall x_{i,j} > 0$  {Assign tasks}
16: $\text{Wait}(\tau)$  {Wait for the end of round}
17: for all ($x_{i,j} > 0$) do
18: $y_{i,j} \leftarrow \text{Complete}(t_i, w_j)$  {Completion indicator}
19: $V_j \leftarrow V_j + Z_{i,j}Z_{i,j}^T$  {Update covariance matrix}
20: $\hat{U}_j \leftarrow \hat{U}_j + y_{i,j}Z_{i,j}$  {Update coefficient vector}
21: end for
22: end for

requires one parameter $\lambda$ that controls the intensity of the optimism when calculating reliability scores. For each round, the algorithm starts by finding the sets of incomplete tasks $T_r$ and available workers $W_r$ (Lines 2-3). The algorithm stores a covariance matrix $V_j$ and a vector $\hat{U}_j$ for observed responses; both of which are initialized to defaults when a new worker arrives in the system (Lines 5-8). The vector of context variables is observed for each possible assignment
between task $t_i$ to worker $w_j$ (Line 12). The next step calculates the reliability scores $p_{i,j}$ for each assignment that approximates the actual reliabilities $p_{i,j}$ (Line 13). To be more precise, the reliability score for an assignment is defined according to the LinUCB heuristic:

$$\hat{p}_{i,j} = \hat{U}_j^\top Z_{i,j} + \alpha \sqrt{Z_{i,j}^\top V_j^{-1} Z_{i,j}}$$

where the estimated worker-specific coefficients are defined as $U_j = V_j^{-1} \hat{U}_j$, and the second term quantifies the upper bound on the confidence interval for the estimated reliability score of the assignment. Given the scores matrix, the algorithm employs the Hungarian algorithm to calculate the optimal assignment matrix (Line 14). The algorithm then assigns tasks to workers and waits until the end of the current round (Lines 15-17). At the end, the algorithm observes the outcomes of assignments and updates the covariance matrix and the responses vector (Lines 18-22).

The SpatialUCB algorithm has some nice properties. First, the computational complexity is dominated by the complexity of the sub-routine used to implement the Hungarian algorithm in Line 14. Among the known implementations of the Hungarian method, the worst known complexity is cubic in terms of the size of score matrix [141]. The complexity of SpatialUCB is linear in the number of tasks and the number of workers; moreover, it is cubic in the number of contextual variables. Second, the algorithm also accommodates the dynamic pool of workers and remains efficient as long as the size of $W$ is not too large. Third, the algorithm takes only one parameter $\lambda$ that takes reasonably large values depending on the application scenario. However, tuning this parameter can improve the performance of the algorithm.
6.5 Experimental Evaluation

A set of experiments were performed on a real-world dataset to evaluate the performance of the SpatialUCB algorithm. Following is a set of non-contextual algorithms, each from one category of the heuristics discussed in Section 6.2, that were evaluated to serve as the baseline during the experiments:

- $\epsilon$-Greedy: This algorithm is based on a semi-uniform heuristic that chooses assignments randomly with probability $\epsilon$ and with probability $1 - \epsilon$ the Hungarian algorithm is used to choose the assignment set. The parameter $\epsilon$ controls the rate of exploration. High values of $\epsilon$ result in high exploration.

- Softmax: This algorithm, based on a probability matching heuristic, estimates reliability scores according to the probability that it is proportional to the observed reliability of workers and uses the Hungarian algorithm to choose the assignment set [40]. The $\tau$ parameter moderates the degree to which the workers with the highest expectations are chosen for tasks. Higher values of $\tau$ mean more exploration of workers.

- UCB2: This algorithm estimates reliability scores according to a parameterized version of the upper confidence bound and uses the Hungarian algorithm to choose the assignment set [64]. The parameter $\lambda$ controls the intensity of the confidence bound.

6.5.1 Evaluation Methodology

Similar to the evaluation methodologies in previous chapters, an agent-based simulation is used to compare and contrast the algorithms described in this
chapter. The agents in the simulation were instantiated, following a data-driven initialization approach, with a real-world dataset.

Datasets

The real-world dataset is based on data collected from a location-based social network: Gowalla [13, 37]. This dataset contains data about people who have voluntarily reported their visits to various locations. The data was collected for locations in the New York city during October 2011. A spot is a geo-referenced location in New York city. A highlight represents a particular tag associated with a spot by a user. A check-in represents the visitor relationship between a user and a spot. The dataset contains 19,183 users, 30,367 spots, 2,767 highlights, and 357,753 check-ins. The relationship of this dataset with the experimental setup is summarized in Table 6.1.

A worker agent is initialized according to the check-ins and highlights of a user, where the home location of the worker is set to the last check-in or highlight of the corresponding user in the dataset. Figure 6.3a shows the distribution of the number of check-ins by each user on a logarithmic scale. The distribution shows the Zipf distribution for the number of unique check-ins by a user; the majority of users have very low activity. This behavior is commonly observed in various

<table>
<thead>
<tr>
<th></th>
<th>Gowalla Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task locations, ( l_i )</td>
<td>30,367 spots</td>
</tr>
<tr>
<td>Workers, ( W )</td>
<td>19,183 users</td>
</tr>
<tr>
<td>Worker locations, ( l_j(r) )</td>
<td>357,753 check-ins</td>
</tr>
<tr>
<td>Type 1 tasks</td>
<td>2,767 highlights</td>
</tr>
<tr>
<td>Type 2 tasks</td>
<td>357,753 check-ins</td>
</tr>
</tbody>
</table>
physical and social phenomena. Low-activity users, from the long tail distribution, were excluded from the simulated pool of workers. This was achieved by selecting 90 top-ranked users based on their check-ins and highlights. The resulting dataset had 90 users with relatively high levels of activity and mobility. The distribution of check-ins, for selected users, is shown in Figure 6.3b. This group of users forms the pool of workers in the experimental evaluations.

Figure 6.3c shows the number of check-ins against the average distance from user’s current spot. Clearly, the check-in behavior varies across users. Some users have higher number of check-ins within 5-10 kilometers, while other users have
visited spots as far as 25 kilometers away. Conversely, there are users who visit a very small number of spots irrespective of the distance. The average distance shows a negative correlation with the number of check-ins. Overall, this behavior is representative of worker dynamics in spatial crowdsourcing; more tasks tend to be completed in the near vicinity of workers [13]. The behavior for highlights is similar for all users, as shown in Figure 6.3d. Again, the majority of users are clustered around the bottom left corner to indicate that the majority of highlights are in the near vicinity of workers.

A requester was simulated by randomly sampling locations from all the spots in the dataset. For the sake of simplicity, each round consisted of exactly one task and the expiry time for each task was set to one round. During the simulation, a highlight, and a check-in are considered two different types of tasks. The contextual vector $Z_{i,j}$ for each assignment consisted of two variables i.e. distance and task type. The type variables is represented as a binary indicator variable, 1 for check-in and 0 for highlight. The distance feature is based on the Euclidean distance between coordinates of the task and the worker. The outcomes of assignments were simulated according to the corresponding check-ins and highlights for workers[37].

**Evaluation Metrics**

Two metrics were used for the evaluation of assignment algorithms as described below:

- **Task completion rate** (TCR) is the percentage of tasks completed with high quality after the end of all rounds. From a requester’s perspective, the task completion is the primary success criteria.
Table 6.2: Experiment settings used for experimental evaluation of SpatialUCB algorithm.

<table>
<thead>
<tr>
<th>Agent</th>
<th>Parameter</th>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worker</td>
<td></td>
<td>Number of workers</td>
<td>90</td>
</tr>
<tr>
<td>Requester</td>
<td>ξ</td>
<td>Duration of tasks in terms of rounds</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5000, 30367</td>
</tr>
<tr>
<td>Platform</td>
<td>R</td>
<td>Number of rounds</td>
<td>5000, 30367</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.1, 0.9]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.1, 0.9]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.1, 0.9]</td>
</tr>
</tbody>
</table>

- Average travel costs (ATC) is the average of the distances to be traveled by workers assigned to tasks. Only the distances for the completed tasks were considered for the purpose of reporting.

**Experiment Settings**

Each experiment was performed by changing a single parameter value while keeping others fixed. Table 6.2 shows the default values for experiment parameters. All of the experiments were run on an Intel Core i7-4600 CPU @2.90 GHz with 16 GB RAM. The algorithms were implemented using the SciPy\(^1\), NumPy\(^2\), and Pandas\(^3\) open source libraries in Python. The Jonker and Volgenant variant of the Hungarian algorithm, as implemented using Pymatgen\(^4\) library [188], was used for implementing the local optimization strategy. All reported metrics are based

\(^1\)http://www.scipy.org/
\(^2\)http://www.numpy.org/
\(^3\)http://pandas.pydata.org/
\(^4\)http://pymatgen.org/
Figure 6.4: Results of context-free algorithms where workers are simulated as Binomial stochastic processes.

on the average of 10 runs for same settings in an experiment.

6.5.2 Experiments without Spatial Context

The first experiment compares the performance of the context-free algorithms. For this purpose, the assignment success behavior of workers was simulated as the Binomial process with worker reliability $\rho_j$. The worker reliability $\rho_j$ was initialized according to the of percentage check-ins of the top 90 workers in the dataset. Each algorithm was run for 5000 rounds.

Figure 6.4 shows the comparison of algorithm parameter values against the task
Table 6.3: Comparison of algorithms for 5000 tuning tasks.

<table>
<thead>
<tr>
<th>Assignment Algorithm</th>
<th>TCR</th>
<th>ATC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Context-free algorithms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Softmax($\tau = 0.01$)</td>
<td>0.09204</td>
<td>18.52864</td>
</tr>
<tr>
<td>Softmax($\tau = 0.1$)</td>
<td>0.02088</td>
<td>15.950382</td>
</tr>
<tr>
<td>$\epsilon$-Greedy($\epsilon = 0.2$)</td>
<td>0.06326</td>
<td>17.058638</td>
</tr>
<tr>
<td>$\epsilon$-Greedy($\epsilon = 0.3$)</td>
<td>0.06232</td>
<td>18.604301</td>
</tr>
<tr>
<td><strong>Contextual algorithms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SpatialUCB($\lambda = 0.2$)</td>
<td>0.1465</td>
<td>16.28432</td>
</tr>
<tr>
<td>SpatialUCB($\lambda = 0.5$)</td>
<td>0.1465</td>
<td>15.85458</td>
</tr>
<tr>
<td>SpatialUCB($\lambda = 1.0$)</td>
<td>0.09814</td>
<td>13.858756</td>
</tr>
<tr>
<td>SpatialUCB($\lambda = 2.0$)</td>
<td>0.06608</td>
<td>14.271388</td>
</tr>
</tbody>
</table>

Completion rate. The results indicate that the $\epsilon$-Greedy and Softmax algorithms achieve the highest task completion rate. The $\epsilon$-Greedy algorithm achieves the highest task completion rate for small values of $\epsilon$. Similarly, the highest task completion rate for Softmax is achieved at $\tau = 0.01$. These results suggest that high exploration has negative effects on the success rate. The better performing algorithms were quickly able to identify the small set of workers with higher reliability. By comparison, the optimistic exploration strategy of the UCB2 algorithm resulted in the unnecessary selection of workers with low-reliability. In general, task completion rate is low for all algorithms. This is primarily due to the small initialization values of worker reliability $\rho_j$. The context-free algorithms were limited to $\epsilon$-Greedy and Softmax, for the rest of the experiments, respectively with parameter values of $\epsilon \in \{0.2, 0.3\}$ and $\tau \in \{0.01, 0.1\}$. 


6.5.3 Experiments with Spatial Context

The second set of experiments evaluated the performance of assignment algorithms based on contextual variables. As a first step, the parameter values of algorithms were fine-tuned on a random set of 5000 tasks from the dataset. During this step, the SpatialUCB algorithm was compared with the algorithms selected in the previous experiment. The parameter value of SpatialUCB was set according to the commonly found values in the literature i.e. $\lambda \in \{0.2, 0.5, 1, 2\}$. Table 6.3 lists the resulting task completion rate on the tuning tasks. The results indicate that the SpatialUCB performs better, both in terms of the task completion rate and the average travel costs, as compared to the other algorithms. This highlights the fact that the SpatialUCB algorithm was effective in learning the linear relationship between contextual variables and the task acceptance behavior of a worker.

As a second step, the performance of the tuned algorithms was evaluated on the rest of the 26,662 tasks in the dataset. Figure 6.5 shows the performance of $\epsilon$-Greedy, Softmax, and SpatialUCB algorithm with tuned parameters. We ran
each algorithm 10 times on and report the number of completed tasks after each round of assignments. The results show that the number of completed tasks increases linearly with the number of assigned tasks. The tuned SpatialUCB algorithm performs consistently better than other algorithms. The difference in the performance is not in multiple orders of magnitude.

6.6 Discussion

The primary goal of this chapter was to present contextual learning for adaptive task assignment. This goal was achieved through the description of the SpatialUCB algorithm. A key strength of the proposed approach is that it effectively leverages the contextual information about tasks and worker for the estimation of worker reliabilities. Due to this, the performance of SpatialUCB improves significantly against context-free algorithms. As shown in the results, the relative performance of contextual algorithm improves over time. A similar approach can be applied to the other forms of crowdsourcing, including but not limited to expertise-based crowdsourcing.

The reliance on context information can also be considered a limitation. Worker-specific data collection can easily become a privacy bottleneck. In terms of the evaluation, this paper considers a linear regression model for the relationship between assignment outcome and contextual variables. Consideration for other regression models, such as Logistic and Probit, is an area for further research. Another limitation is the fixed cardinality constraints of one worker per task. This may result in a low task completion rate when the worker population is reluctant in general. Instead of a fixed cardinality constraint, redundancy for assignments can be introduced to improve the task completion rate.
6.7 Chapter Summary

This chapter introduced the maximum reliability assignment with context problem in spatial crowdsourcing. The problem formalizes three requirements of adaptive task assignment: explore-exploit trade-off, spatial context, and contextual learning. A set of baseline context-free algorithms is described that address the explore-exploit trade-off. This chapter proposes the SpatialUCB algorithm. The proposed algorithm employs an interval estimation heuristic to address the explore-exploit trade-off. The heuristic uses individualized linear models to estimate worker reliabilities. The SpatialUCB algorithm also addresses the spatial context and contextual learning requirements. The SpatialUCB algorithm is evaluated against a set of context-free algorithms on a real-world dataset. The results suggest that the SpatialUCB achieves higher task completion rate. The results validate the use of contextual learning in adaptive task assignment.
Chapter 7

Adaptive Semi-Assignment with Location Diversity

The instances of the adaptive assignment problem in previous chapters considered the formulations where assignments were constrained with one worker per task. Recent studies have established that tasks in densely populated areas are more likely to be performed as opposed to tasks in sparsely populated areas [31]. Due to this, the coverage of tasks spread over a large area becomes a difficult problem. This problem is exasperated by the fact that the socio-economic status of a location also affects the worker reliability to perform a task [24]. One solution is to design incentive mechanisms that reward workers for performing tasks depending on the location [195]. However, such a solution is not applicable in the case of volunteered crowdsourcing.

Given that the assignment success is probabilistic in reality, it is better to assign multiple workers to a task. This requires the design of assignment algorithms that
choose a set of workers such that some of them might perform the task [13, 32].
Hence, it is essential to determine the set of workers to be assigned to a task based
on the location characteristics and worker reliabilities. Figure 7.1 illustrates this
scenario in further detail. During each round, the assignment algorithm has access
to the location tasks which can be used to determine the number of workers to be
assigned to a task and the estimated worker reliability can be used to determine
the set of workers to be assigned to the task.

In Section 7.1, the maximum reliability semi-assignment (MRSA) problem is
introduced that is a generalization of the maximum reliability assignment (MRA)
problem. The MRA focuses on the selection issue in adaptive task assignment,
where an algorithm is primarily concerned with choosing optimal assignments
over multiple rounds while learning from the outcomes of decisions. The MRSA problem also considers the quantity issue in adaptive task assignment, where an adaptive algorithm also determines the number of workers to be assigned to a task depending on spatial heuristics. The MRSA formalizes the explore-exploit trade-off, spatial context, and multi-criteria optimization requirements of adaptive task assignment in spatial crowdsourcing.

Generally, existing research addresses the quantity issue by considering fixed constraints on the number of workers per task [13, 25]. Section 7.2 summarizes the baseline approaches of addressing the maximum reliability semi-assignment problem. Section 7.3 proposes a spatial heuristic to determine the number of workers to be assigned to a task. The heuristic is based on the location diversity of a task. Section 7.4 describes the proposed assignment algorithm that uses the location diversity heuristic for the quantity issue and a probability matching heuristic for the selection issue. Section 7.5 presents an experimental evaluation of the proposed algorithms against baseline algorithms using an agent-based simulation methodology and real-world datasets. Section 7.6 discusses the implication of the proposed algorithm and Section 7.7 concludes the chapter with key findings.

7.1 Problem Description

Chapter 5 introduced the maximum reliability assignment with context (MRA-C) problem with unknown worker reliabilities and contextual variables. However, the assignments had cardinality constrained of one worker per task. The success probability of an assignment is assumed to be a function of the contextual variables
\(Z_{i,j}\), worker specific coefficients \(U_j\), and random factors \(e_{i,j}\).

\[ p_{i,j} \sim f(Z_{i,j}, U_j, e_{i,j}) \]

In general, the function \(f\) is not known and the cardinality constraint results in a low task completion rate when the worker population is generally reluctant. This chapter relaxes the cardinality constraint and allows multi-worker assignments per task. The overall goal is to design an algorithm that aims to maximize the reliability \(P(r)\) over all rounds (see. Equation 4.1).

**Definition 7.1** (Maximum Reliability Semi-Assignment). *The problem of maximum reliability semi-assignment is to determine the number of unique workers \(k_i\) to be assigned to a task and select the assignment set such that the total reliability is maximized over all rounds i.e. \(\max \prod_{r=1}^{R} P(r)\).*

A global solution to the MRSA problem is not also feasible unless the assignment process is clairvoyant. If the worker reliabilities \(p_{i,j}\) are estimated at the start of each round, then a local optimization strategy can be employed. However, even the local version of the MRSA problem is NP-Hard by reduction to the number partitioning problem [38]. An alternative formulation of the local MRSA problem assumes that the number of workers for each task is known, which
is represented by the following integer program:

\[
\begin{align*}
\text{max} & \quad \prod_{t_i \in T} \prod_{w_j \in W} p_{i,j} \cdot x_{i,j} \\
\text{s.t.} & \quad \sum_{w_j \in W} x_{i,j} = k_i \quad \forall t_i \in T_r \\
& \quad \sum_{t_i \in T} x_{i,j} = 1 \quad \forall w_j \in W_r \\
& \quad x_{i,j} \in \{0, 1\} \quad \forall t_i \in T_r, w_j \in W_r
\end{align*}
\]

This chapter considers the scenario when both the \( k_i \) and \( p_{i,j} \) are unknown; therefore, requiring multi-criteria optimization and online learning with explore-exploit trade-off. The next section discusses some baseline heuristics aimed at addressing these issues.

### 7.2 Baseline Approaches

To address the quantity issue, a simple heuristic is to choose an empirically tested fixed value for the number of workers per task. On one hand, the assignment algorithm can set \( k_i = \gamma m \), where \( \gamma \) is a scaling parameter and \( m = |W_r| \) is the number of available workers. In which case, some tasks might get an unnecessarily high number of workers assigned. On the other hand, the algorithm can assign only one worker which might result in a lower completion rate for tasks. Instead, as a baseline the assignment size can be fixed after empirically testing different values such that \( k_i = b \). To address the selection issue, a baseline heuristic is to choose the worker nearest to the task. Understandably, such an approach would require the knowledge about the distance between tasks and workers. This
distance-based worker selection approach may be suboptimal since it does not consider the worker reliabilities.

7.3 Location Diversity

This thesis proposes a novel heuristic that aims to optimize the quantity issue using the spatial characteristics of task location. Given that the location of a task is $l_i$ and the maximum allowance of workers for the task is $b$, the goal of such a heuristic is to define a function $g(l_i) \to k_i$ such that $k_i \in [1, b]$. As discussed earlier, the location of a task is one of the major factors that determine the reliability of workers to perform a task. One heuristic that can be exploited for this purpose is the distribution of workers visiting a location, also known as location diversity [196]. A task is more likely to be completed if it is located in a frequently visited area, whereas the task in a sparsely visited area might require more workers.

The notion of location entropy is used to represent the location diversity [13, 196]. A location has high-entropy when many workers visit that location with equal proportions; conversely, a location has low-entropy if a limited number of workers visit the location. The underlying intuition is that a location with high-entropy will require less workers to ensure coverage. Let $\Omega(l)$ be the number of visits to a location $l$ and $\Omega(w_j,l)$ be the number of visits made by a worker $w_j$ to the location $l$. The probability that a random visit to location $l$ is also a visit by worker $w_j$ is defined as

$$Pr(w_j,l) = \frac{\Omega(w_j,l)}{\Omega(l)}$$  \hspace{1cm} (7.2)

which is the fraction of visits to $l$ made by worker $w_j$. The location entropy of
a location is formally defined as follows

\[
H(l) = \begin{cases} 
- \sum_{w_j \in W_l} Pr(w_j, l) \cdot \log Pr(w_j, l) & \text{if } \Omega(l) \geq 0 \\
0 & \text{otherwise}
\end{cases}
\]  \hspace{1cm} (7.3)

where \( W_l \) is the set of workers who have visited the location \( l \). The function to determine the size of assignment of a location is defined as follows

\[
g(b, l) = b \cdot \left( 1 - \frac{H(l)}{\max_{l \in L} H(l)} \right)
\]  \hspace{1cm} (7.4)

Henceforth, the quantity issue is addressed by using \( k_i = g(b, l_i) \) for task \( t_i \). This heuristic allows a better trade-off between the number of workers per task and the expected completion of a task. The location diversity can be quantified with the help of data from mobile phone networks, location-based social networks, or similar geo-location services. Section 7.5 discusses the datasets, from a location-based social network, that are used to approximate location diversity during experimental evaluation. Figure 7.2 shows an example of the distribution of
location diversity based on data from Tokyo dataset.

7.4 Estimating Reliabilities

Given the value for $k_i$ for task $t_i$, the selection issue is addressed by estimating the reliability of workers and solving Equation 7.1 using the $k_i$. This requires an online learning heuristic to address the explore-exploit trade-off. Figure 7.3 illustrates the workflow for the combinatorial bandits approach with dynamic assignment size and highlights the improvements compared to the combinatorial bandits approach discussed in Chapters 4 and 5. Previous chapters have established that the upper confidence bound heuristic serves well for this purpose, with or without the contextual variables. This chapter introduces another heuristic that has been shown to perform well both empirically and theoretically [197].

7.4.1 Thompson Sampling

Thompson sampling is a Bayesian heuristic for decision making that chooses actions such that the expected reward is maximized with respect to a randomly drawn belief [198]. In this approach, two counters are maintained for each worker: $\theta_j$ is the number of tasks assigned and $\vartheta_j$ is the number of tasks successfully completed. The selection of an assignment is primarily governed by a Bayesian approximation approach for the expected reliability. The expectation of the reliability of an assignment of a task $t_i$ to a worker $w_j$ is approximated with the $\hat{p}_{i,j}$ variable. In each round, the $\hat{p}_{i,j}$ is sampled from Beta distribution with parameters that are specific to worker $w_j$. Based on two prior parameter values $\alpha_0$ and $\beta_0$, the shape of Beta distribution is adjusted using the known successes $\vartheta_j$ and failures $(\theta_j - \vartheta_j)$ of assignments. After observing the outcome variables $y_{i,j}$, the counters
are incrementing appropriately for selected workers.

7.4.2 DynTS Algorithm

Algorithm 5 provides the primary steps of the algorithm. The algorithm requires three parameters: $b$ the maximum limit of assignments per task and the parameters for the prior Beta distribution $\alpha_0, \beta_0$. The algorithm starts by initializing the success and task counters for each new worker (Lines 4-8). Next, the algorithm determines the number of workers to be assigned $k_i$ to each task using Equation 7.4 (Line 12). The algorithm estimates the reliability score for each assignment by sampling from the adjusted Beta distributions for all workers i.e. $\hat{p}_{i,j} \sim Beta(\beta_0 +$
\( \delta_j, \alpha_0 + \theta_j - \delta_j \) (Line 13). The set of workers to be assigned to a task is dependent on the reliability scores \( \hat{p}_{i,j} \) and the number of workers \( k_i \). The algorithm chooses the assignment matrix by solving the following integer program.

\[
\begin{align*}
\max & \quad \sum_{t_i \in T_r} \sum_{w_j \in W_r} p_{i,j} \cdot x_{i,j} \\
\text{s.t.} & \quad \sum_{w_j \in W_r} x_{i,j} = k_i \quad \forall t_i \in T_r \\
& \quad \sum_{t_i \in T_r} x_{i,j} = 1 \quad \forall w_j \in W_r \\
& \quad x_{i,j} \in \{0, 1\} \quad \forall t_i \in T_r, w_j \in W_r
\end{align*}
\]

The structure of the above integer program allows polynomial time solutions using shortest path approaches [199] (Line 14). The algorithm then assigns tasks to workers and waits until the end of the current round (Lines 15-17). At the end, the algorithm observes the outcomes of assignments and updates the covariance matrix and the response vector (Lines 18-22).

The computational complexity of the DynTS algorithm is dominated by the complexity of the sub-routine used to solve Equation 7.5, which can be reduced to the semi-assignment problem. Volgenant noted that by taking advantage of identical rows in the assignment matrix it is possible to find solutions quickly even for large dimensions [200]. The algorithm also accommodates a dynamic pool of workers and remains efficient as long as the size of the total set of workers \( W \) is not too large.
Algorithm 5 The DynTS algorithm

Require: $\alpha_0, \beta_0, b, R, T, W$

1: for $r \leftarrow 1$ to $R$ do
2: \hspace{1em} $T_r \leftarrow \text{Active}(T)$ \hspace{1em} \{Set of incomplete tasks\}
3: \hspace{1em} $W_r \leftarrow \text{Available}(W)$ \hspace{1em} \{Set of available workers\}
4: \hspace{1em} for all $w_j \in W$ do
5: \hspace{2em} if $w_j$ is new then
6: \hspace{3em} $\theta_j \leftarrow 0$ \hspace{1em} \{Initialize assignment counter\}
7: \hspace{3em} $\vartheta_j \leftarrow 0$ \hspace{1em} \{Initialize success counter\}
8: \hspace{2em} end if
9: \hspace{1em} end for
10: \hspace{1em} $n \leftarrow |T_r|$
11: \hspace{1em} $m \leftarrow |W_r|$
12: \hspace{1em} $[k_i]^n \leftarrow [g(b, l_i)]^n$ \hspace{1em} \{Workers per task\}
13: \hspace{1em} $[\hat{p}_{i,j}]^{n \times m} \leftarrow TS(\alpha_0, \beta_0, [\theta_j]^m, [\vartheta_j]^m)$ \hspace{1em} \{Estimated reliability scores\}
14: \hspace{1em} $[x_{i,j}]^{n \times m} \leftarrow \text{SemiAssignment}([s_{i,j}]^{n \times m})$ \hspace{1em} \{Assignment matrix\}
15: \hspace{1em} $\text{Assign}(t_i, w_j) \ \forall x_{i,j} > 0$ \hspace{1em} \{Assign tasks\}
16: \hspace{1em} $\text{Wait}(\tau)$ \hspace{1em} \{Wait for the end of round\}
17: \hspace{1em} for all $(x_{i,j} > 0)$ do
18: \hspace{2em} $y_{i,j} \leftarrow \text{Complete}(< t_i, w_j >)$ \hspace{1em} \{Completion indicator\}
19: \hspace{2em} $\theta_j \leftarrow \theta_j + 1$ \hspace{1em} \{Update assignments counter\}
20: \hspace{2em} $\vartheta_j \leftarrow \vartheta_j + y_{i,j}$ \hspace{1em} \{Update success counter\}
21: \hspace{2em} end for
22: \hspace{1em} end for

Table 7.1: Overview of baseline and proposed algorithms

<table>
<thead>
<tr>
<th>Workers per Task</th>
<th>Assignment Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed, $k_i = b$</td>
<td>$\text{FixRAN}$, $\text{FixDIST}$, $\text{FixTS}$</td>
</tr>
<tr>
<td>Dynamic, $k_i = g(b, l_i)$</td>
<td>$\text{DynRAN}$, $\text{DynDIST}$, $\text{DynTS}$</td>
</tr>
</tbody>
</table>
7.5 Experimental Evaluation

This section presents an empirical evaluation of the proposed DynTS algorithm against baseline algorithms. The purpose of evaluation is to establish that the algorithm addresses both the quantity issue and the selection issue in the MRSA problem. Table 7.1 lists the algorithms compared during the experiments, each of which is summarized below:

- The FixRAN algorithm assigns a fixed number of workers per task and selects the assignment set randomly. It serves as a worst-case baseline algorithm.

- The FixDIST algorithm assigns a fixed number of workers per task. It chooses the assignment set according to the closeness of workers to task locations.

- The FixTS algorithm assigns a fixed number of workers per task. It selects the assignment set using Thompson sampling; it should highlight the relative benefit of Thompson sampling.

- The DynRAN algorithm dynamically decides the number of workers for a task using location diversity. It selects the assignment set randomly. This algorithm should highlight the relative benefit of using location diversity.

- The DynDIST algorithm employs location diversity and chooses the assignment set according to the closeness of workers to task locations.

- The DynTS algorithm employs location diversity and selects the assignment set using Thompson sampling.
The evaluation methodology is detailed next to clarify the specifics of the experiments, which is followed by the results of experiments.

### 7.5.1 Evaluation Methodology

An agent-based simulation methodology was followed for evaluating the performance of algorithms. Figure 7.4 provides an overview of the simulated agents and their interactions, based on the extension of the simulation methodology discussed in Chapter 4. The simulation workflow is implemented in a platform agent that also implements a periodic-assignment protocol and all of the compared assignment algorithms. The requester agent implemented a queue of spatial tasks with their associated locations and the platform dequeued tasks by calling the requester agent for each iteration. An LBSN agent was created to represent a geo-location service which was queried by the platform agent to determine the entropy of locations. Many worker agents were created along with their specific parameters and mobility patterns. The mobility pattern of each worker was defined according to a set of locations and the time of visit at that location. Each
worker agent was initialized with coefficients for a set of contextual variables which defined the reliability of tasks assigned to the worker agent. The contextual vector $Z_{i,j}$ consisted of variables: the distance between task and worker $d_{i,j}$ and the socio-economic status of the task location $SES(l_i)$. The distance variable was calculated using the last location of the worker at the time when the platform agent assigned a task to the worker.

Based on the observation that highly visited locations are generally located in high economic activity areas [24, 31], the socio-economic status variable of task location was approximated using the popularity of a location i.e. number of unique people who visited the location. The reliability of assignment was simulated as follows:

$$p_{i,j} \sim \frac{e^{Z_{i,j}U_j}}{1 + e^{Z_{i,j}U_j}}$$

During simulation, the platform agent queried appropriate worker agents for assignment outcomes. The worker agent sampled the assignment outcome variables $y_{i,j}$ by a Bernoulli trial with parameter $p_{i,j}$. The worker specific coefficients for distance and socio-economic variables were sampled from Standard Normal distributions with means $u_{dist}$ and $u_{ses}$, respectively. At the end of an iteration, the platform agent updated its assignment policy based on the observed outcomes.

<table>
<thead>
<tr>
<th>Workers, $W$</th>
<th>New York Dataset</th>
<th>Tokyo Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worker locations, $l_j(r)$</td>
<td>227,428 check-ins</td>
<td>573,703 check-ins</td>
</tr>
<tr>
<td>Task locations, $l_i$</td>
<td>38,333</td>
<td>61,858</td>
</tr>
</tbody>
</table>
Datasets

Real-world data from a location-based social network was used to initialize the requester, LBSN, and worker agents. For this purpose, two datasets extracted from a location-based social network: FourSquare\textsuperscript{1} [201]. The datasets contain voluntarily reported visits to various locations by the residents of New York and Tokyo cities from April 2012 to February 2013. Each spot is a geographically referenced location and a check-in represents the visitor relationship between a user and a spot. Table 7.2 lists the properties of two datasets: the New York Dataset and the Tokyo Dataset. Figure 7.2 shows the location entropy of spots in New York Dataset based on user check-ins. The requester agent was initialized by randomly sampling locations from the dataset, each of which was queued according to the timestamp of associated a check-in. The worker agents were initialized according to the check-ins of individual users in a dataset. The LBDN agent was initialized by calculating the location entropy for all spots based on their associated check-ins in a dataset.

Metrics

The following metrics were used to compare and contrast the performance of algorithms:

- *Task completion rate* (TCR) is the percentage of tasks completed with high quality after the end of all rounds. From a requester’s perspective, the task completion is the primary success criteria.

- *Relative reduction in assignments* (RAR) is the percentage reduction in the total number of assignments for a dynamic $k_i$ against a fixed $k_i$.

\textsuperscript{1}http://foursquare.com/
Table 7.3: Experiment settings used for experimental evaluation

<table>
<thead>
<tr>
<th>Agent</th>
<th>Parameter</th>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worker</td>
<td>$u_{dist}$</td>
<td>Sampling parameter for the co-efficients of distance variable</td>
<td>-3, -2, -1</td>
</tr>
<tr>
<td></td>
<td>$u_{ses}$</td>
<td>Sampling parameter for the co-efficients of socio-economic variable</td>
<td>0.5, 1, 1.5</td>
</tr>
<tr>
<td>Requester</td>
<td>$</td>
<td>W</td>
<td>$</td>
</tr>
<tr>
<td>Requester</td>
<td>$\xi$</td>
<td>Duration of tasks in terms of rounds</td>
<td>1</td>
</tr>
<tr>
<td>Requester</td>
<td>$</td>
<td>T</td>
<td>$</td>
</tr>
<tr>
<td>Platform</td>
<td>$R$</td>
<td>Number of rounds</td>
<td>1000, 5000, 50000</td>
</tr>
<tr>
<td></td>
<td>$b$</td>
<td>Maximum budget of worker to be assigned to a task</td>
<td>1, 3, 5, 7, 9</td>
</tr>
<tr>
<td></td>
<td>$\alpha_0$</td>
<td>First parameter of Thompson sampling heuristic</td>
<td>0.5, 1, 2</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>Second parameter of Thompson sampling heuristic</td>
<td>0.5, 1, 2</td>
</tr>
</tbody>
</table>

This secondary metric defines the overhead problem due to unnecessary assignments in fixed algorithms.

- Number of completed tasks (NCT) is a secondary metric that is used to show the progression of assignment process over time.

**Experiment Settings**

Each experiment was performed by changing a single parameter value, while keeping others fixed. All of the experiments were run on an Intel Core i7-4600 CPU @2.90 GHz with 16 GB RAM. The algorithms were implemented using the open source libraries in Python. The Jonker and Volgenant variant of the Hungarian
algorithm, as implemented in Pymatgen\textsuperscript{2} library [188], was used for implementing the FixDIST, FixTS, DynDIST, and DynTS algorithms. Table 7.3 lists the range of values for the experimental settings and algorithm parameters, with default values in bold font. All reported metrics are based on the average of 10 runs for the same dataset in an experiment.

### 7.5.2 Experiments on Task Completion

Figure 7.5 reports the results of the comparison of algorithms based on a fixed number of assignments for each task. Clearly, the FixTS algorithm performs consistently better than both the baseline FixRAN and FixDIST. This highlights that the adaptive approach of learning worker reliability is indeed better than the non-adaptive approach of choosing workers based on their distance from the task location. The distance-based non-adaptive approach does reach more than 50% coverage for more than 5 assignments per task. By comparison, the algorithm based on Thompson sampling achieves more than 95% coverage with

\textsuperscript{2}http://pymatgen.org/
only 2 assignments on the Tokyo Dataset. This is achieved without the knowledge of the distance between task and worker locations.

Further analysis revealed that the average number of consents was higher for the FixTS algorithm, while other algorithms remain relatively low for the majority of $b$. This suggests that the previously observed outcomes are a strong indicator of future reliability. On the other hand, the distance might correlate with reliability but that is dependent on the individual worker’s decision model. The results also suggest that reasonably small values of $b$ suffice for achieving more than 95% coverage.

### 7.5.3 Experiments on Dynamic Assignment Size

Figure 7.6 shows the comparison of algorithms with fixed and dynamic assignment algorithms. A dynamic algorithm tries to reduce the number of assignments by using Equation 7.4. The relative performance of the algorithms does not change significantly between fixed and dynamic assignment sizes. Figure 7.7 shows the relative reduction in the number of assignments for a dynamic policy as compared
Figure 7.7: Relative reduction in assignments for dynamic size policy against fixed size policy.

Figure 7.8: Comparison of assignment policies over time for the New York Dataset to a fixed-size policy. The relative number of workers per task between FixTS and DynTS was compared. The DynTS algorithm required between 10%-15% fewer workers per task while achieving a coverage similar to FixTS. The location diversity for tasks was distributed according to an exponential distribution, which means the majority of locations have a near-zero diversity. This is understandable given that the relative reduction will increase if the diversity of the task location is higher, for instance in dense areas of a city.
7.5.4 Experiments on Task Completion over Time

Figure 7.8 shows the comparison of dynamic assignment algorithms over multiple rounds. All algorithms follow a linear pattern for the number of completed tasks as more rounds are completed. Furthermore, the relative performance of the algorithms is the same over time. Figure 7.8 also shows the comparison on first 100 rounds, which highlights the fact that the DynTS algorithm was quickly able to learn the reliability of workers.
7.5.5 Experiments on Worker Distribution

Different distributions of coefficients of workers for the contextual variables were also tested. Figure 7.9 and Figure 7.10 shows the comparison of the DynDIST and DynTS algorithms with varying mean and standard deviation of the coefficients. It is clear that the DynTS algorithm is more sensitive to the distance coefficient. When the coefficients of the distance variable are small and diverse then the DynTS algorithm performs particularly well. This means that the Thompson sampling is effective in adapting the assignment process for diverse and relatively willing workers. By comparison, the non-adaptive DynDIST algorithm is less sensitive to the distribution of distance coefficients. However, the performance does increase with an increase in the number of workers.
7.5.6 Experiments on Task Arrival Rate

Task arrival times also affect the performance of dynamic algorithms. For this purpose, the requester agent was parameterized with the average inter-arrival rate for tasks. The parameter $\Lambda$ defines the average interval between two tasks in hours. Figure 7.11 shows the comparison of DynRAN, DynDIST and DynTS algorithms with varying $\Lambda \in \{1, 2, 4, 8, 16\}$. The changes in inter-arrival rate do not have a direct effect on the relative performance of algorithms. This suggests that the distance heuristic and the estimated reliability are not dependent on the frequency of task arrivals.

7.6 Discussion

This section discusses some strengths and limitations of the algorithms and results presented in this chapter. A key strength of the DynTS algorithm is the relaxation of the hard constraint on the number of workers per task. This allows for
adjustment in the assignment strategy to ensure a high task completion rate. Although this chapter proposes a location diversity for assignment size calculation, a similar approach can be applied to expertise-based crowdsourcing. In this case, more workers might be assigned to tasks that have limited expertise in worker population. The DynTS algorithm uses the Thompson sampling heuristic which has two distinct advantages. First, it does not require any specific parameter to control the effectiveness of learning. Second, it is shown to be empirically effective for low time periods [197].

In terms of the evaluation, the worker’s decision to complete a task is modeled using the distance between the last check-in of worker and the location of the task. In real-world scenarios the worker might have moved to a new location since the last check-in. One possible option to overcome this limitation is to weight the distance variable according to the recency of the last check-in. Nonetheless, it is expected that the randomness due to the recency will not significantly affect the relative performance of the DynTS algorithm. It is also assumed that the worker reliability is independent of previous assignments. In real-world settings, a sequence of assignments to a worker might be correlated. If the worker is busy with another activity, then it is likely that the reliability of worker for current and future assignments will be lower. This highlights the need to model the worker reliability as a function of time and historical assignments.

The assignment outcome model in this work assumes binary completion of tasks. More specifically, if a worker does not complete a task then it is assumed that the worker is not interested in the task. This assumption can be relaxed by considering probabilistic completion of tasks. For instance, the mobile application on a worker’s device can respond with probabilistic estimates of task completion [202]. Furthermore, the online learning process of DynTS can be
adjusted to account for delayed completion of tasks.

The incentives used in spatial crowdsourcing also affect the worker’s reliability and participation. Since the goal of experimental evaluation is to establish the utility of location diversity heuristic, the discussion on the incentives is out of the scope. It is reasonable to assume that if higher incentives are offered then workers would be willing to perform more tasks. By comparison, a fair load balancing policy might be required for volunteered crowdsourcing. This is especially true when workers are aware of the workload assigned to each other.

7.7 Chapter Summary

This chapter establishes the utility of heuristics based on the task location for optimizing spatial crowdsourcing. The chapter introduced the maximum reliability semi-assignment problem that generalizes the maximum reliability assignment problem with multiple assigned workers per task. The maximum reliability semi-assignment formalizes the explore-exploit trade-off, spatial context, and multi-criteria optimization requirements of adaptive task assignment in spatial crowdsourcing. A novel adaptive assignment algorithm DynTS is proposed that addresses the maximum reliability semi-assignment problem and its research requirements. The proposed algorithm uses Thompson sampling to estimate the reliability of assignments. It also employs location diversity to optimize the number of assignments per task, while keeping the coverage at the maximum. Empirical evaluation suggests that the proposed algorithm performs better than the baseline non-adaptive and fixed-size algorithms. The DynTS algorithm achieves between 50% to 30% higher task completion rate than the baseline non-adaptive algorithm while requiring 10%-15% fewer assignments.
Chapter 8

Adaptive Assignment using Spatial Expertise

Chapters 4 to 7 focused on the adaptive task assignment in spatial crowdsourcing from an online learning perspective, where assignment decisions are made while learning from the outcomes of previous assignments. Usually, the reliabilities of new workers are initialized with parameterized prior values. This can lead to unnecessary assignments to the unreliable workers as they join the worker pool. Conversely, reliable new workers might not be assigned tasks due to conservative prior values. This cold-start problem becomes more evident when worker pools are large and dynamic [20]. The cold-start problem formalizes the explore-exploit trade-off and contextual learning requirements of adaptive task assignment using offline learning. This chapter addresses the cold-start problem by proposing an offline approach for learning worker reliabilities, conveniently referred to as the adaptive assignment with warm-start. In this approach, a set of test tasks is given
Table 8.1: Example of vectors for contextual variables and worker expertise in the city maintenance scenario of spatial crowdsourcing.

<table>
<thead>
<tr>
<th>Topics</th>
<th>Context vectors $Z_{i,j}$</th>
<th>Worker expertise coefficients $U_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
</tr>
<tr>
<td>Environment, $s_1$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Construction, $s_2$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Photography, $s_3$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

to new workers before they are added to the pool of available workers. Hence, this approach supports adaptive task assignment through an initialization process.

The proposed approach is specifically designed to address the cold-start problem for expertise-based spatial crowdsourcing, where each task requires a specific expertise to be performed correctly. For example, a spatial crowdsourcing task might require a worker to have expertise on “Photography”. The expertise required for performing a task is defined in terms of binary contextual variables, where each variable represents a topic, as shown in Table 8.1. As discussed in Chapter 6, the reliability of workers is represented and estimated using a vector coefficients for the contextual variables, in the case of expertise-based crowdsourcing the vector of coefficients defined expertise level for each topic. This chapter proposes a combined heuristic based self-assessment with task-based assessment for offline learning of worker specific expertise coefficients. The proposed approach is evaluated on data collected by posting tasks on a real-world crowdsourcing platform.

The rest of this chapter is organized as follows. Section 8.1 introduces the cold-start problem for adaptive task assignment in spatial crowdsourcing. Section 8.2 summarize the baseline approaches that address the cold-start problem. Section 8.3 describes the combined assessment heuristic to address the cold-start Section 8.4
presents a greedy algorithm for adaptive task assignment with warm-start. Section 8.5 presents an experimental evaluation of the proposed algorithms based data collected from real-world crowdsourcing platform. Section 8.7 summarizes the chapter with key findings.

8.1 Problem Description

Assume that $T$ is the set of tasks that will dynamically arrive and $W$ be the set of workers that will be joining the worker pool, on the platform during $R$ rounds of spatial crowdsourcing. Let $S$ be the set of domain topics that define the expertise required to perform certain tasks. Each task $t_i \in T$ has an associated set of topics $S_i$. The context vector $Z_{i,j}$ defines the expertise requirements of the task using binary variables for each topic. The reliability of a worker $w_j$ in performing the task $t_i$ is defined as:

$$p_{i,j} \sim f(Z_{i,j}, U_j, e_{i,j})$$

Where $U_j$ is the worker specific vector of latent coefficients that defines the expertise; whereas, the $e_{i,j}$ vector represents the unobserved random effects. Table 8.1 further illustrates the vectors for contextual variables and worker expertise with the help of example topics. For instance, the context vector for task $t_1$ indicates the need for expertise on the topic of “Construction” and the coefficient vector for worker $w_1$ who has the higher expertise on the same topic.

Chapter 6 proposed an online learning approach for adaptive task assignment using contextual variables. In this chapter, an offline learning approach for estimating the worker coefficients $U_j$. This approach initializes prior estimates for $U_j$ using test tasks before a worker becomes available for real tasks.

Let $Q$ be the set of test tasks available for estimating worker coefficients
through offline learning and $S_i$ be the set of topics associated with a task $t_i \in Q$. It is assumed that test tasks cover all of the topics:

$$\left| \bigcup_{t_i \in Q} S_i \right| = |S| = |S|$$

The main goal of the warm-start approach is to efficiently generate the estimated coefficients $\hat{U}_j$ for each new worker joining the platform $w_j$. This two-phased process of offline learning and online assignment allows adaptive initialization of worker coefficients leading towards better assignment decisions afterward. It is to be noted that the workers are not made aware that the assigned tasks are a test to ensure their normal behavior.

### 8.2 Baseline Approaches

The majority of existing research on general crowdsourcing uses the test tasks to estimate worker parameters. Generally, a fixed set of text tasks is used for this purpose. However, accurate estimates may require a large number of test tasks when there are several topics that cover actual tasks. Estimating worker parameters with a large number of test tasks is both expensive and time-consuming. It becomes important to minimize the workload of offline learning while maximizing the performance of online optimization.

Liu et al. proposed some simple rules of thumb for deciding the number of test tasks in online crowdsourcing [203]. The proposed rules were limited to simple tasks and do not consider the expertise of workers. Fan et al. proposed an influence based approach for warm-start in non-spatial crowdsourcing [130]. The proposal is based on the similarity between test tasks and actual tasks. Ho et al. also utilized
offline learning for a multi-skill scenario in non-spatial crowdsourcing [52]. Their proposal was based on employing a number of test tasks that is in multiples of the number of topics, where the set of tasks belonging to a topic was mutually exclusive from any other topics. This means that no task was associated with multiple topics. In general, these approaches are limited due to the assumption that the pool of actual tasks is fixed and known. By comparison, we consider that scenario where the set of topics is known but there is no knowledge about the actual tasks. Similar to the multi-skill scenario of [52], this chapter considers a fixed set of test tasks as the baseline approach for offline learning. Therefore, the number of test tasks \(|Q|\) is a multiple of the number of domain topics \(|S|\).

### 8.3 Estimating Expertise

This chapter proposes a combined assessment approach for estimating worker parameters, as illustrated in Figure 8.1. In the proposed approach, the workers are asked to provide self-assessment of their expertise on each topic before assigning test tasks [204]. An ordered belief scale is used for rating expertise of workers.
through self-assessment. A 5-level belief scale is defined for expertise rating of a topic; with ordered levels of None, Poor, Fair, Good, and Excellent. The chosen expertise level was converted to a normalized value.

The primary purpose of self-assessment is to control the number of test tasks used during offline learning. The combined assessment approach filters the test tasks based on the self-assessed expertise of worker on topics; therefore, guiding the offline learning. The worker is asked to rate their expertise on topics, followed by task assessment on a subset of test tasks (filtered according to expertise level of topics). Since the offline learning is independent of the online assignment algorithm, the next section introduces a purely greedy algorithm for adaptive task assignment.

### 8.4 Greedy Assignment Algorithm

Algorithm 6 provides the primary steps of the proposed approach. The algorithm requires the number of assignments per task $b$; the set of test tasks $Q$; and the set of topics $S$. The algorithm starts by initializing expertise estimates using the warm-start approach discussed earlier and task counters for each new worker (Lines 4-8). The algorithm estimates the reliability score for each assignment by following a greedy approach, i.e. $\hat{p}_{i,j} = Z_{i,j} \cdot \hat{U}_j$ (Line 13). The set of workers to be assigned to a task is dependent on the reliability scores $\hat{p}_{i,j}$ and the number of workers $k_i$. The algorithm determines the assignment matrix by solving Equation 7.5 (Line 13). The algorithm then assigns tasks to workers and waits until the end of the current round (Lines 14-16). At the end, the algorithm observes the outcomes of assignments and updates worker specific expertise coefficients based on the topics associated with the task (Lines 17-20). Similar to the DynTS algorithm,
Algorithm 6 The WS-GRD algorithm

Require: $R, b, T, W, Q, S$

1: for $r \leftarrow 1$ to $R$ do
2: \hspace*{1em} $T_r \leftarrow \text{Active}(T)$ \hspace*{2em} {Set of incomplete tasks}
3: \hspace*{1em} $W_r \leftarrow \text{Available}(W)$ \hspace*{2em} {Set of available workers}
4: for all $w_j \in W$ do
5: \hspace*{2em} if $w_j$ is new then
6: \hspace*{3em} $\hat{U}_j \leftarrow \text{WarmStart}(Q, S)$ \hspace*{1em} {Initialize parameter estimates}
7: \hspace*{2em} end if
8: \hspace*{1em} end for
9: $n \leftarrow |T_r|$ 
10: $m \leftarrow |W_r|$
11: \hspace*{1em} $[Z_{i,j}]^{n \times m} \leftarrow \text{Topics}(T_r)$ \hspace*{1em} {Observe contextual vectors}
12: \hspace*{1em} $[\hat{p}_{i,j}]^{n \times m} \leftarrow \text{Greedy}([Z_{i,j}]^{n \times m}, [\hat{U}_j]^m)$ \hspace*{1em} {Estimated reliability scores}
13: \hspace*{1em} $[x_{i,j}]^{n \times m} \leftarrow \text{SemiAssignment}([\hat{p}_{i,j}]^{n \times m}, b)$ \hspace*{1em} {Assignment matrix}
14: \hspace*{1em} $\text{Assign}(t_i, w_j) \ \forall x_{i,j} > 0$ \hspace*{1em} {Assign tasks}
15: \hspace*{1em} $\text{Wait}(\tau)$ \hspace*{1em} {Wait for the end of round}
16: for all $(x_{i,j} > 0)$ do
17: \hspace*{2em} $y_{i,j} \leftarrow \text{Complete}(< t_i, w_j >)$ \hspace*{1em} {Completion indicator}
18: \hspace*{2em} $\hat{U}_j \leftarrow \text{UpdateCoefficients}(y_{i,j})$ \hspace*{1em} {Update estimates}
19: \hspace*{2em} end for
20: end for

the computational complexity of the WS-GRD algorithm is dominated by the complexity of the sub-routine used to solve Equation 7.5.

8.5 Experimental Evaluation

This section presents an empirical evaluation of the proposed offline learning heuristics based on combined assessment. The purpose of evaluation is to establish that the worker parameter estimation with combined assessment is effective in
warm-start of adaptive task assignment. Following approaches are compared in
terms of warm-start, where each heuristic results in a different estimate for $\mu_j$
that is employed in the WS-GRD algorithm.

- RND generates random estimates for $\mu_j$ during warm-start.
- SA calculates the estimates for $\mu_j$ by using the normalized self-assessment
  provided by the worker.
- TA estimates the $\mu_j$ purely using the test tasks for assessment.
- CA generates the estimated $\mu_j$ through pair-wise multiplication of estimates
  generated by SA and TA.
- CA-P generates the estimated $\mu_j$ through pair-wise multiplication of esti-
  mates generated by SA and TA with test tasks filtered for topics with “poor”
  or higher rating.
- CA-F generates the estimated $\mu_j$ through pair-wise multiplication of esti-
  mates generated by SA and TA with test tasks filtered for topics with “fair”
  or higher rating.
- CA-G generates the estimated $\mu_j$ through pair-wise multiplication of esti-
  mates generated by SA and TA with test tasks filtered for topics with “good” or higher rating.
- CA-E generates the estimated $\mu_j$ through pair-wise multiplication of es-
  timates generated by SA and TA with test tasks filtered for topics with “excellent” or higher rating.
8.5.1 Evaluation Methodology

A user study was conducted with real workers to evaluate the relative utility of previous discussed offline learning heuristics. The tasks required expertise on specific topics for improving the data quality of a database. The DBpedia\(^1\) project serves as an appropriate use case for this purpose [205]. DBpedia aims at creating a database of facts about real-world entities such as cities, actors, books, games, etc. However, DBpedia suffers from data quality issues such as incorrect values, incorrect mappings, and missing values. Consequently, applications that use DBpedia need to review the data with the help of humans or experts. A set of knowledge intensive tasks were created from entities in DBpedia. Each task simply required human verification of a fact in DBpedia. Tasks were created for two types of entities in DBpedia: Movies and Actors. For example, a task verifies birthplace of an actor by stating the fact “Tom Hanks was born in Concord, California.” and asking for a response from three options “Agree, Don’t Know, Disagree”. Some of the topics associated with this fact that could be used for the definition of expertise include famous actors, Oscar winners, California, etc. Generally speaking, the topics can be any keyword or label that describes the expertise requirements of a task and expertise of a worker. In this context, the task-related topics are based on Movies and Actors classification schemes used within DBpedia.

Datasets

The characteristics of two datasets used in the user study are summarized in Table 8.2. Tasks in each dataset were related to films. Fact verification tasks are based on attribute values of the entities. The topics associated with each task are

\(^1\)http://www.dbpedia.org
Table 8.2: Characteristics of the Movies and Actors datasets describing entities, movies, and actors in DBpedia.

<table>
<thead>
<tr>
<th>Dataset Characteristics</th>
<th>Movies Dataset</th>
<th>Actors Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total entities</td>
<td>724</td>
<td>14</td>
</tr>
<tr>
<td>Total concepts</td>
<td>42</td>
<td>14</td>
</tr>
<tr>
<td>Total tasks</td>
<td>230</td>
<td>120</td>
</tr>
<tr>
<td>Average tasks per concept</td>
<td>9</td>
<td>8.6</td>
</tr>
<tr>
<td>Average concepts per task</td>
<td>1.64</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 8.2: Distribution of the number of tasks against the number of topics in the Movies dataset.

The choice of creating datasets from films has two advantages; it is relatively easy to recruit workers for the study and people have varying degree of knowledge about films depending on various factors such as genre, language, actors, etc. The Movies dataset was created by selecting Academy Award winning, Indian FilmFare Award winning, and top 100 grossing movies (from both Hollywood and Bollywood). DBpedia provides a variety of topic hierarchies for entities. We chose the 42 genres associated with the movies to serve as expertise topics. Each task consisted of a fact about a movie entity, where the genres of the movie served as the topics related to the task. The distribution of tasks against the number of topics is shown in Figure 8.2. The Actors dataset was also generated manually by
selecting 20 popular celebrities from Hollywood and 4 from Bollywood. In this case, the names of movie stars served as topics thus providing close relationship with their associated tasks. The objective of this selection was to facilitate easy association of expertise with the task response, during assessment. Similar to the Movies dataset, a task required feedback on a fact about actor entity.

**Crowd Workers**

The participants of the user study were recruited through an open call in a research institute. Separate calls were made for Movies and Actors datasets. The resulting two groups of workers consisted of participants coming from countries in Asia, Europe, and America. Since some workers were from South Asian countries, they possessed a higher expertise about topics and tasks related to Bollywood films. Table 8.3 summarizes both datasets in terms of (i) the number of volunteer workers recruited, (ii) the number of topics, (iii) the number of test tasks used for the offline learning phase, (iv) and the number of tasks assigned to workers during online assignment phase. During the data collection exercise, each worker was asked to perform both self-assessment and test tasks. Additionally, workers had to provide responses to the new tasks assigned to them after offline learning phase. The workers were asked to respond quickly and truthfully without looking up answers on the Web.

<table>
<thead>
<tr>
<th></th>
<th>Movies Dataset</th>
<th>Actors Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of workers</td>
<td>11</td>
<td>26</td>
</tr>
<tr>
<td>No. of topics</td>
<td>42</td>
<td>14</td>
</tr>
<tr>
<td>No. of test tasks (offline learning)</td>
<td>100</td>
<td>56</td>
</tr>
<tr>
<td>No. of new tasks (online assignment)</td>
<td>130</td>
<td>64</td>
</tr>
</tbody>
</table>
Short surveys were performed before and after the experiment to measure changes in participant belief. In the both surveys 22 workers of the Actors dataset were asked to indicate, on 10 point belief scale, their level of (i) interest in tasks, (ii) knowledge about tasks, (ii) expertise of topics of tasks, and (iv) the confidence in their responses. Figure 8.3 shows the comparison of results of the survey. A paired t-test was performed to determine if the belief level of workers, for each question, changed after the experiment. The average loss in interest (mean=0.5, standard deviation=1.06, count=22) was significantly greater than zero, where t(21)=2.22 and p=0.04, providing the evidence that the experiment resulted in a decrease in interest of workers. A 95% confidence interval for average loss in interest is (0.03, 0.97). The average difference in the level of knowledge, expertise, and confidence was statistically not significant. Some participants indicated that they lost interest in the experiment due to a large number of tasks. This can also be attributed to the volunteered nature of tasks, although participants were given non-monetary rewards.
Evaluation Metrics

Following metrics were used to compare and contrast the utility of offline learning heuristics.

- **Response Rate** is the percentage of tasks with either “agree” or “disagree” response, out of all the tasks during the online assignment phase.

- **Accuracy** is the percentage of tasks with correct responses, out of all the tasks during the online assignment phase.

- **Workload** is the cognitive load on an individual worker during offline learning, in terms of decisions made by her. A decision is either self-rating of the expertise on a topic, or providing a response to a test task.

Next section discusses the results of the experiments performed using the data collected during user study. The number of workers per task was fixed such that \( b = 1 \).
8.5.2 Comparison of Accuracy & Response Rate

Figure 8.4 shows the comparison of all offline learning heuristics in terms of response rate and accuracy, for both datasets. For each heuristic, a two-sample t-test between metrics was performed to determine whether there was a significant difference between two datasets. As expected the response rate and accuracy of RND were minimum and TA strategies were maximum, with no significant difference between the two datasets. However, the metrics had statistically significant differences between datasets for the SA heuristic. The semantic relationship of topics (movie genres) and tasks (movie facts) was not strong for the Movies dataset; therefore workers claiming high knowledge were unable to respond correctly to the assigned tasks. Despite this observation, the performance of CA strategy was similar to that of TA, with no significant difference between datasets.

8.5.3 Comparison of Offline Learning Workload

The workload is quantified in terms of the number of decisions made by a worker during the offline learning. For example, the offline learning in SA required a worker to make 42 decisions ratings their expertise on topics in the Movies dataset. The TA heuristics required 100 decisions of providing responses to the test tasks. Therefore, the workload required for expertise estimation by CA includes 42 topic rating decisions and 100 task responses. Clearly, there is an overhead associated with the combined-assessment approach. As shown in Figure 8.5, the maximum workload is attributed to the CA approach.
8.5.4 Effects of Filtering on Workload

To compensate for the extra workload, due to test tasks, filters were applied according to various levels of topic knowledge in combined approach. As a result, workers were not given test tasks with topics below a certain expertise level. As shown in Figure 8.4, the performance of filtering based heuristic is to TA, except for the CA-E. Table 8.4 compares the workload per worker for each heuristic (in terms of percentage as compared to CA) with the response rate, for both the datasets. The filtered CA assessment heuristics required comparatively less workload while achieving the accuracy close to TA. The response rate for CA-F and CA-G filtering does suffer during the online assignment phase. Nonetheless, the comparative decrease is less as compared to the rate of decrease in the average workload. However, in case of Movies Dataset the response rates drops below original SA approach if filtering is too restrictive i.e. CA-E during offline learning. Similar results were observed for accuracy versus average workload per worker.
Table 8.4: Relative performance of assessment approaches in comparison to the CA assessment approach.

(a) Movies Dataset

<table>
<thead>
<tr>
<th>Approach</th>
<th>Workload</th>
<th>Response Rate</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RND</td>
<td>-100.00%</td>
<td>-66.67%</td>
<td>-60.76%</td>
</tr>
<tr>
<td>SA</td>
<td>-70.42%</td>
<td>-50.00%</td>
<td>-43.04%</td>
</tr>
<tr>
<td>TA</td>
<td>-29.58%</td>
<td>3.92%</td>
<td>3.80%</td>
</tr>
<tr>
<td>CA</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>CA-P</td>
<td>-23.82%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>CA-F</td>
<td>-42.51%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>CA-G</td>
<td>-57.87%</td>
<td>-5.88%</td>
<td>-5.06%</td>
</tr>
<tr>
<td>CA-E</td>
<td>-68.63%</td>
<td>-56.86%</td>
<td>-51.90%</td>
</tr>
</tbody>
</table>

(b) Actors Dataset

<table>
<thead>
<tr>
<th>Approach</th>
<th>Workload</th>
<th>Response Rate</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RND</td>
<td>-100.00%</td>
<td>-60.71%</td>
<td>-62.50%</td>
</tr>
<tr>
<td>SA</td>
<td>-80.00%</td>
<td>-3.57%</td>
<td>-7.50%</td>
</tr>
<tr>
<td>TA</td>
<td>-20.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>CA</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>CA-P</td>
<td>-26.67%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>CA-F</td>
<td>-36.27%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>CA-G</td>
<td>-53.97%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>CA-E</td>
<td>-62.86%</td>
<td>1.79%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

8.6 Discussion

In terms of reducing the workload of offline assessment, the results in this chapter demonstrate the effectiveness of filtering-based combined approach of self-assessment and task-assessment. It is expected that the results are generalizable to other knowledge-intensive tasks such as tagging bird types in images, as opposed to observation based tasks such as comparing images. Compared to the previous
works on task assignment for crowdsourcing, our approach is distinguished by its use of topics for assessment, representation, and exploitation of workers’ expertise. This unified approach provides a common framework for representing expertise requirements of a task and expertise profiles of workers. Thus allowing effective task assignment using topic matching. This approach is suitable for task assignment in knowledge intensive crowdsourcing.

The self-assessment allows workers to indicate their preferences over tasks. In our study, we found that the sequential process of responding to tasks for task-assessment can be tedious for workers. Therefore, limiting the number of test tasks based on self-assessment of knowledge is an effective strategy. The assignment decisions based on the resulting expertise profiles have similar response rate and accuracy; although the cost of building the expertise profile is much lower. Other application domains, such as scientific data management, that require a high diversity of knowledge among workers and across tasks can benefit from our approach.

The choice of topics to be used for profiling and assignment affects the quality of assignment to some extent. Although the general patterns of accuracy and response rate were same for various levels of filtering, there was a sharp decline for Movies dataset with very restrictive filters. In the case of Movies dataset, the topics were broader than the topics for Actors dataset. In Movies dataset, a task was related to the missing attribute of a Film and a topic was the genre of the same Film. In Actors dataset, a task was related to missing attribute of an Actor and the topic was the same Actor entity. Some workers felt confident about their excellent level of knowledge for some film genres but were unable to response to specific questions about films from those genres. This study used a relatively small number of topics; therefore, it would be interesting to study the scalability of the proposed
approach for a large number of topics. Possible strategies to handle large a number of topics include; using topic hierarchies, applying clustering techniques to group topics, or using the distribution of tasks to rank important topics.

8.7 Chapter Summary

This chapter introduced the cold-start problem for expertise based spatial crowdsourcing. This problem formulates the explore-exploit trade-off and contextual learning requirements of adaptive task assignment using offline learning. The expertise requirements of tasks and expertise of workers were defined in terms of domain topics. The contextual learning is enabled through offline learning to estimate worker specific expertise coefficients on domain topics associated with tasks. This chapter studied the effects of three warm-start approaches, namely self-assessment; task-based assessment; and combined assessment, on the performance of an adaptive task assignment algorithm. It was observed that estimation of worker specific expertise coefficients through self-assessment is better than random estimation. Furthermore, the workload of offline learning with test tasks is reduced by filtering tasks according to self-assessment of expertise, without sacrificing the performance of the algorithm.
Chapter 9

Conclusion

9.1 Thesis Summary

Spatial crowdsourcing is becoming a popular paradigm for solving problems in the physical world. Its applications range from disaster management to city maintenance. Spatial crowdsourcing systems face three major research challenges: heterogeneity, dynamism, and uncertainty. Heterogeneity manifests itself in the form of different types of tasks and the variability of worker reliability. Dynamism stems from different times for task creation and expiry, as well as the intermittent availability of workers. Uncertainty results from the possibility that workers may not complete tasks assigned to them. Design and evaluation of task assignment algorithms that address these challenges are the focus of this thesis.

This thesis proposes a novel approach for adaptive task assignment in spatial crowdsourcing that addresses the major limitations of state-of-the-art dynamic task assignment approaches in spatial crowdsourcing. It formulates the adaptive
assignment problem as a combination of online learning and combinatorial optimization. It allows a broad variety of objective functions to optimize the utility of spatial crowdsourcing. The presented approach does not require prior knowledge about worker reliabilities to make intelligent assignment decisions. Instead, it enables heuristics-based online learning for estimation of worker reliabilities. It considers the spatial and non-spatial context for both optimization and learning in the assignment process. The generality of proposed approach is established by instantiating the adaptive assignment problem in a number of spatial crowdsourcing scenarios, as listed below:

- Chapter 4: Maximum reliability assignment scenario
- Chapter 5: Minimum cost maximum reliability assignment scenario
- Chapter 6: Maximum reliability assignment with context scenario
- Chapter 7: Maximum reliability semi-assignment scenario
- Chapter 8: Cold-start scenario

This thesis presents appropriate algorithms for each instantiated scenario. Experimental evaluation establishes the effectiveness of proposed algorithms on both synthetic and real-world datasets. The results show that the proposed algorithms achieve high average reliability, high task completion rate, low average travel costs, and low assessment workload. The rest of this chapter is structured as follows. Section 9.2 concludes the thesis. Section 9.3 summarizes the key contributes of this thesis towards spatial crowdsourcing research. Section 9.4 highlights the limitations of this work. Section 9.5 suggests areas that are worthy of future study.
9.2 Thesis Conclusion

This section analyzes the hypothesis statement and draws conclusions from the experimental evaluation.

**Hypothesis Statement:** By formalizing the adaptive task assignment according to the combinatorial bandits framework and enabling contextual learning of reliability and expertise of workers according to spatial and non-spatial contextual information, effective assignment algorithms can be designed for multi-criteria optimization of spatial crowdsourcing.

This thesis introduced the adaptive assignment problem in spatial crowdsourcing that considers dynamic task assignment under the observed knowledge assumption. It formalizes the trade-off between learning and optimization for enabling intelligent assignment decisions. Learning allows an approximation of unknown worker reliability. Optimization allows the best choice of assignments given an objective function. The thesis presents four scenarios to establish the applicability of adaptive assignment problem in spatial crowdsourcing. Each scenario considers different forms of constraints and contextual information. Adaptive task assignment algorithms are proposed for each scenario to address the research requirements:

- **Proposed algorithms effectively address the explore-exploit trade-off:** For each scenario, an adaptive task assignment algorithm is proposed and evaluated using real-world datasets. The results suggest that the proposed algorithms are effective in approximating the worker reliability while optimizing spatial crowdsourcing. The DRR-UCB algorithm uses an interval estimation heuristic to address the explore-exploit trade-off
(Chapter 5). It achieved 90% relative reliability when compared to the deterministic algorithm with known reliabilities. The DynTS algorithm uses a probability matching heuristic to address the explore-exploit trade-off (Chapter 7). It achieved 95% reliability on a synthetic dataset.

- **Proposed algorithms address the requirement of multi-criteria optimization**: Two scenarios required the design of assignment algorithms for multi-criteria optimization. The first scenario required maximization of worker reliabilities and minimization of travel costs. For this scenario, the DRR algorithm based on a distance reliability ratio approach was proposed. The DRR algorithm was compared with the state-of-the-art close distance priority algorithm. The results show that the DRR algorithm achieves higher task completion rate and lower average travel costs. Furthermore, the computational complexity of DRR is polynomial in the number of tasks and the number of workers. The second scenario required multiple workers assigned to each task for the sake of improving the task completion rate. For this scenario, the proposed DynTS algorithm employs a location diversity heuristic. The DynTS algorithm first calculates the number of workers required for each task using the entropy of the task location. Then, it chooses the best set of workers for each task while aiming to maximize the cumulative reliability. The DynTS algorithm is evaluated against algorithms with a fixed number of workers per task. The results indicate a high task completion rate with more than 10% relative reduction in assignments.

- **Proposed algorithms address the requirement of contextual learning**:
  Two scenarios required the design of assignment algorithms based on contextual learning. The first scenario necessitated an online learning heuristic.
based on contextual variables. For this scenario, the proposed SpatialUCB algorithm uses an individualized linear model for online learning. The SpatialUCB is compared with the context-free algorithms using a real-world dataset. The results confirm that the SpatialUCB algorithm achieves 30%-50% higher task completion rate. The second scenario required an offline learning approach based on topics associated with tasks. The proposed approach combines self-rating with test tasks to estimate topic-specific worker expertise. Empirical evaluation compares the proposed approach with the baseline approach using real workers. The results confirm that the combined approach requires 18%-25% less exploration when compared to baseline. However, both approaches achieve a similar utility during exploitation.

In general, all the instantiation of the adaptive assignment problem involve scenarios with spatial tasks. All instantiations address the spatial context requirement of adaptive task assignment in spatial crowdsourcing.

### 9.3 Core Contributions

This thesis makes following core contributions:

- Introducing the adaptive assignment problem as a novel framework for adaptive task assignment in spatial crowdsourcing. The framework enables intelligent assignment decisions when worker reliabilities are unknown.

- Novel instantiations of the adaptive assignment problem under varying optimization objectives. Each instance of the adaptive assignment problem
also models a variation of contextual information available at the time of assignment.

This thesis also introduces the \textit{contextual learning} and \textit{multi-criteria optimization} along with the adaptive assignment problem. In this regards, the spatial context of tasks and workers are exploited to further improve the assignment process. As summarized by following contributions:

- A combinatorial fractional programming approach bi-objective optimization in spatial crowdsourcing.

- A contextualized learning approach for dynamic estimation of worker reliabilities based on contextual variables.

- A location diversity heuristic for dynamic redundancy in spatial crowdsourcing.

- A combined assessment approach for estimation of worker expertise on topics associated with tasks.

9.4 Limitations

Some dimensions of the adaptive task assignment are outside the scope of this thesis. The following list describes some of the dimensions:

- \textbf{Delayed observation of assignment outcomes}: The learning heuristics assume an immediate observation of assignment outcome at the end of a round. The case of delayed observation when a worker might complete a task after a round has ended was not considered.
• **Assignment based on task quality**: The algorithms proposed in this thesis consider task completion as the variable of assignment outcome. The utility of a task might also depend on the quality or diversity of data submitted by workers. The algorithms proposed in the thesis can be extended to take task quality or diversity into consideration.

• **Theoretical analysis**: The empirical performance of the proposed algorithms can be supported with a theoretical analysis. Such an analysis defines the upper or lower performance bounds of the proposed algorithms. The theoretical analysis includes competitive analysis for optimization and regret analysis for learning.

• **Incentive mechanisms**: The work presented in this thesis also does not consider the issues related to incentives in spatial crowdsourcing. Such issues play a central role in paid crowdsourcing systems, which require detailed investigation of the relationship between incentives and utility. Nonetheless, the task assignment approach presented is complementary to carefully designed incentive mechanisms.

### 9.5 Future Work

The contributions of this thesis focus on adaptive task assignment in spatial crowdsourcing. The detailed study of the problem revealed further research questions that were not addressed in this thesis. Some interesting areas for future research include the following questions:

• **Adversarial and highly dynamic worker pool**: The assignment algorithms proposed in this thesis make assumptions about the pool of workers.
First, the reliability of workers is stochastic and independent of each other as well as between assignments. This means that the assignment success probability for a worker is stable behavior over time. A natural direction of future research is to consider the adversarial reliability of workers. Under this assumption, workers adapt their reliability based on previously assigned tasks. For instance, a worker could become fatigued if assigned a significant number of tasks over time, or a worker might stay for a long time in a fixed location doing nearby tasks repeatedly. Second, the pool of available workers is assumed to be relatively stable over time. Few workers enter or leave the pool over many rounds of assignment. The effects of the temporal changes in the worker pool on the performance of algorithms require further investigation.

- **Consideration of additional features and constraints**: The thesis constrained the number of tasks to one per worker during a round. A natural extension is to consider many tasks per worker given capacity constraints. Assignments in the form of task chains can help workers perform tasks in one session which leads to optimal usage of workers time. It should be noted that the dynamic assignment with task chains is an NP-Hard problem. Consideration of additional constraints such as real-time completion, amount of physical effort, monetary budgets, and maximum delays, further increase the complexity of the problem.

- **Theoretical analysis of fully dynamic assignment**: The thesis contributes an experimental evaluation for fully-dynamic assignment algorithms in spatial crowdsourcing. But, the theoretical analysis of such algorithms is still an open research problem. Establishing theoretical bounds
on the performance of dynamic assignment algorithms is a significant contribution. Such analysis for both probabilistic and observed knowledge assumptions is needed. The algorithms proposed in the thesis in general recompute the complete assignment set during each round irrespective of assignment set in previous rounds. An interesting area for further research is to study the maintenance of an optimal assignment set over multiple rounds with minimum changes. In this case, the assignment algorithm focuses on selecting assignments based on changes to task and worker sets between rounds.

- **Real-world evaluation of algorithms:** In general, the evaluation methodology in this thesis follows an agent-based simulation approach for establishing the performance of the proposed algorithms. Evaluation using real workers and tasks would provide a better understanding of the proposed algorithms. However, running such experiments is still a very expensive and time-consuming process. Nonetheless, the relative performance of algorithm would depend on characteristics of worker population and duration of experiments. It is expected that the distribution of worker reliabilities would be heavy-tailed. It would be interesting to combine server assigned tasks algorithms with worker selected tasks mechanisms to investigate the best approaches for task assignment in spatial crowdsourcing.
Conclusion
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