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The dielectric properties of biological tissues have been studied widely over the past half-century. These properties are used in a vast array of applications, from determining the safety of wireless telecommunication devices to the design and optimisation of medical devices. The frequency-dependent dielectric properties are represented in closed-form parametric models, such as the Cole-Cole model, for use in numerical simulations which examine the interaction of electromagnetic (EM) fields with the human body. In general, the accuracy of EM simulations depends upon the accuracy of the tissue dielectric models. Typically, dielectric properties are measured using a linear frequency scale; however, use of the logarithmic scale has been suggested historically to be more biologically descriptive. Thus, the aim of this paper is to quantitatively compare the Cole-Cole fitting of broadband tissue dielectric measurements collected with both linear and logarithmic frequency scales. In this way, we can determine if appropriate choice of scale can minimise the fit error and thus reduce the overall error in simulations. Using a well-established fundamental statistical framework, the results of the fitting for both scales are quantified. It is found that commonly used performance metrics, such as the average fractional error, are unable to examine the effect of frequency scale on the fitting results due to the averaging effect that obscures large localised errors. This work demonstrates that the broadband fit for these tissues is quantitatively improved when the given data is measured with a logarithmic frequency scale rather than a linear scale, underscoring the importance of frequency scale selection in accurate wideband dielectric modelling of human tissues.

Abstract—The dielectric properties of biological tissues have been studied widely over the past half-century. These properties are used in a vast array of applications, from determining the safety of wireless telecommunication devices to the design and optimisation of medical devices. The frequency-dependent dielectric properties are represented in closed-form parametric models, such as the Cole-Cole model, for use in numerical simulations which examine the interaction of electromagnetic (EM) fields with the human body. In general, the accuracy of EM simulations depends upon the accuracy of the tissue dielectric models. Typically, dielectric properties are measured using a linear frequency scale; however, use of the logarithmic scale has been suggested historically to be more biologically descriptive. Thus, the aim of this paper is to quantitatively compare the Cole-Cole fitting of broadband tissue dielectric measurements collected with both linear and logarithmic frequency scales. In this way, we can determine if appropriate choice of scale can minimise the fit error and thus reduce the overall error in simulations. Using a well-established fundamental statistical framework, the results of the fitting for both scales are quantified. It is found that commonly used performance metrics, such as the average fractional error, are unable to examine the effect of frequency scale on the fitting results due to the averaging effect that obscures large localised errors. This work demonstrates that the broadband fit for these tissues is quantitatively improved when the given data is measured with a logarithmic frequency scale rather than a linear scale, underscoring the importance of frequency scale selection in accurate wideband dielectric modelling of human tissues.

Index Terms—Tissue dielectric properties; logarithmic frequency scale; parametric modelling; Cole-Cole model; Residual analysis.

I. INTRODUCTION

THE dielectric properties of biological materials have been studied widely at microwave and radio frequencies since the early 1950s [1]–[4]. These properties are of importance in both basic and applied research. The dielectric properties can be measured using numerous techniques [5]–[7]; however the open-ended coaxial probe method is most common. This method can measure the dielectric properties of biological tissues over broad frequency ranges, is non-invasive and does not require any special sample preparation [8], [9], thus enabling both in-vivo and ex-vivo measurements. The measurement procedure consists of placing the probe in contact with the sample and recording the frequency-dependent complex reflection coefficient (which is directly related to the permittivity and conductivity of the material) using a network analyser.

Computational investigation of the interaction of electromagnetic (EM) fields with biological tissues is regularly required when studying the safety of EM technologies (for example, WIFI or cell phones), and in the design of medical diagnostic or therapeutic techniques (microwave imaging, hyperthermia and ablation). Complex simulation techniques are used in order to model the effect of fields propagating in and around the body. One of the most common techniques is the finite-difference time-domain (FDTD) method [10], [11]. Other methods include, but are not limited to, the frequency-dependent FDTD (FD²DT) [12] and transmission line matrix (TLM) [13] methods. Reliable numerical simulations require accurate dielectric properties of the tissues, otherwise the results will not match well with the physical or experimental reality. In order to capture measured tissue dielectric properties in the simulations, closed form parametric models are often used. A number of parametric models have been developed; the Cole-Cole [14] model is one of the most well-known and most utilized parametric models. The Cole-Cole model is defined as:

\[
\hat{\varepsilon}(\omega) = \varepsilon_\infty + \frac{\Delta \varepsilon_c}{1 + j\omega \tau_c (1 - \alpha)} + \frac{\sigma_s}{j\omega \varepsilon_0}
\]

where \(\varepsilon_\infty\) is the highest frequency permittivity, \(\Delta \varepsilon_c\) is the change in the permittivity, \(\sigma_s\) is the static ionic conductivity, \(\tau_c\) is the relaxation constant and \(\alpha\) is an empirical parameter to broaden the dispersion. The exponent \(\alpha\) is a positive fractional constant with a value \(0 \leq \alpha \leq 1\), and is used to describe different spectral shapes. In general, the Cole-Cole model is used to represent wideband tissue properties in simulations. To do this, the Cole-Cole parameters must be optimised in order to obtain the best fit to the measured dielectric data.

The quality of parametric model fitting to measured data can be quantified using statistical methods. This entails examining the residuals, i.e., the errors obtained as the differences between the observed (measured) and predicted (modelled) data. The residuals can also be thought of as elements of variation unexplained by the fitted model. The general assumptions for the residuals are that they are normally and independently distributed with a mean of zero and a constant variance [15]. This implies that the model predicted values should be higher
and lower than the actual data with equal probability, and the magnitude of the error should be independent of the number of data points. In other words, a high-quality fit should result in a residual distribution that is normal, whereas lower quality fits will have non-normal distributions. The normality of the distribution of a group of residuals can be assessed using one of the two most common graphical methods, a histogram or a normal probability plot. The residual analysis indicates whether the model is appropriate and the results are reasonable [15]. Different statistical tests are available to measure and validate the goodness of the curve fitting routine. The chi-squared goodness of fit, also called Pearson’s chi-squared test, is a commonly used method to describe the discrepancy between measured and predicted data points.

The quality of the fit of the data to the model can be affected by the number of poles that are used in the model. Several studies have fitted Cole-Cole models with different numbers of poles to tissue data sets over various frequency ranges. For example, Stoy et al. [16] fitted a one-pole Cole-Cole model to different mammalian tissues over the frequency range of 0.1-100 MHz. Gabriel et al. [17] formulated a four-pole Cole-Cole model for 17 different body tissues for a wide frequency range of 10 Hz-20 GHz. Lazebnik et al. [18], [19] investigated one- and two-pole Cole-Cole models over 0.5-20 GHz for healthy and malignant breast tissues. O’Rourke et al. [20] used a one-pole Cole-Cole model to fit to ex vivo normal, malignant and cirrhotic liver tissues from 0.5 to 20 GHz. More recently, Abdilla et al. [21] fit a one-pole Cole-Cole model to data from muscle and liver tissues over 0.5-40 GHz. Finally, in Sugitani et al. [22], a two-pole Cole-Cole model was used to fit breast tumor, stroma and adipose tissues over 0.5-20 GHz. In general, for an optimal representation of the data, the number of poles used should correspond to the number of dielectric relaxations of the tissue over the investigated frequency range. If too small a number of poles is used then can adequately represent the dispersion regions, information will be lost. If too large a number of poles is used, then there is a risk that the Cole-Cole parameters are being fitted to noise variations and not to the data itself. Thus, selection of an appropriate number of poles is key.

Finally, there are also different ways of collecting data that may affect the quality of the fit. In this instance, we consider the effect of the frequency scale on the fitting of tissue dielectric data to Cole-Cole parametric models. In particular, we examine and quantify the difference between measurements conducted on the same tissues both with a logarithmic frequency scale and a linear frequency scale. The effect of logarithmic and linear frequency scales have never been examined quantitatively, and their impact on the quality of Cole-Cole parameter optimisation is unknown. However, in the majority of recent dielectric property studies, the linear scale is the standard choice [18], [21], [23], while logarithmic frequency spacing was mainly used in early studies [14], [16], [22], [24]–[28]. These studies have rarely provided specific justification for the selection of a linear or logarithmic frequency scale for measurements. Yet, early studies clearly state that the logarithmic frequency scale provides more evenly spaced data points around the Cole-Cole plot [14]. As a result, use of the logarithmic scale may result in fitting that is more accurate with less fit error over large frequency bands, thus resulting in more accurate dielectric models. Therefore, the aim of this paper is to examine curve fitting to the Cole-Cole model for linear and logarithmic spaced frequencies using experimental data, and to quantitatively assess whether one is superior to the other using parameter estimation metrics. To best of authors’ knowledge, this is the first and only study that quantifies the effect of logarithmic versus linear measurements on fitted dielectric data.

II. METHODOLOGY

This section describes the experimental design, the background assumptions used in the statistical analysis, and the validation tests performed.

A. Experimental Design

Two set of dielectric measurements were performed, one at the Thayer School of Engineering, Dartmouth College and the second at the National University of Ireland Galway (NUIG). At both locations, the experiments were conducted using the same dielectric probes and measurement protocol.

1) Measurements at Dartmouth: Dielectric measurements were performed on samples of bovine muscle tissue at the Thayer School of Engineering, Dartmouth College. The measurements were conducted using the commercially available slim form probe from Keysight Technologies. The 85070E dielectric probe kit was connected to the Keysight Technologies E5071B ENA series vector network analyser (VNA). The measurements were recorded at room temperature over the frequency range of 200 MHz-8.5 GHz. The selected frequency range covered the maximum frequency range of the measurement equipment. For each scale, 80 frequency points were taken. Room temperature was used as the aim of this study is to assess the linear and logarithmic scales, and these are not temperature sensitive.

It was found through experience and multiple measurements that the cable connected to the probe is one of the main factors for uncertainty in the measurements. For this reason, in this experimental design the cable was removed and the probe was connected directly to the port of the network analyser using an N-type to SMA right angle connector, as shown in Fig. 1. The removal of the cable improved not only the stability and repeatability of the measurements, but also removed the measurement sagging effect and the requirement to regularly refresh the calibration during repeated measurements.

The VNA was calibrated using the common open/short/load calibration mechanism. The Smith chart was visually inspected to ensure a proper short for the calibration. Deionised water was used as the load in the calibration process. All calibrations were validated with standard reference materials before conducting measurements. The measurements were performed on the same tissue sample with both linear and logarithmic frequency scales. The sample was placed in good contact with the probe and five measurements at five different points were recorded with the same number of sample points for each scale.
2) Measurements at NUIG: The second set of dielectric measurements was performed at the National University of Ireland Galway, with a broader frequency range and a selection of tissue types. Measurements were conducted on bovine muscle, bovine fat, ovine liver and ovine kidney tissues. The Keysight Technologies slim form probe from the 85070E dielectric probe kit was used and was connected to the Agilent Technologies E8362B ENA series vector network analyser (VNA). The measurements were recorded at room temperature over the larger frequency range of 200 MHz–20 GHz using 80 frequency points for each scale. The experimental protocol, calibration, and measurement conditions were matched to those of the experiment at Dartmouth. The probe was connected directly to the port of the VNA using an N-type to SMA right angle connector, without the need for a cable. The sample was placed in good contact with the probe and five measurements at each point were recorded for five different points on each sample using logarithmic and linear scales. The five measurements at each point were averaged to form one measurement.

Fig. 1. Photograph of the slim form probe connection with the network analyser.

The tissue samples for both sets of experiments were obtained from an abattoir. Standard handling procedures were followed to ensure the samples were not contaminated. Handling was consistent across all samples and measurements. All measurements on a given sample were performed within 30 minutes to avoid the tissue drying effect. To examine the uncertainty in the measurement system, measurements were performed on standard reference materials. In particular, 15 measurements were performed over three calibrations of the network analyser on the reference material 0.1 M NaCl (saline) at 22°C. These measurements were used to calculate the total combined uncertainty (TCU) as in [29]. The errors were calculated for each measured parameter separately. The TCU was found to be $21\%$ for the relative permittivity, and $3.4\%$ for the conductivity. For the relative permittivity, the repeatability is within $2.1\%$ and the accuracy is within $0.26\%$. For the conductivity, the repeatability in the measurement is within $2.3\%$ and the accuracy is within $4.2\%$. The same measurements were also conducted on ethanol (at 19.1°C), in order to validate measurements of lower permittivity materials. In this case, the total uncertainty was found to be less than $3.5\%$, across all frequencies. Note that no drift or cable movements were included in this uncertainty analysis as there was no cable in place during the measurements, and the measurements were always performed immediately following calibration thus drift was negligible.

3) Data Processing: Once the measurements were completed, the Cole-Cole model was used to fit the measured data. As discussed in the Introduction, the Cole-Cole model is selected because it is one of the most commonly used parametric model in well known dielectric studies. According to the literature [17], [30], each dispersion region is the manifestation of a polarization mechanism characterized by a single relaxation frequency. This implies that one pole is sufficient to characterize one dispersion region. Thus, the number of poles to be used in the Cole-Cole model of the data is typically based on the number of relaxations within the frequency range of interest. Within our frequency range, two relaxations exist [3], [31], [32]; thus, the two-pole Cole-Cole model is an appropriate choice. However, one-pole Cole-Cole model was also fitted to our data in order to compare the results with literature where the simplified one-pole Cole-Cole has been commonly used.

Accordingly, one-pole and two-pole Cole-Cole models were separately fitted to the measured data using a genetic algorithm (GA) [33] for both frequency scales. The choice of GA over the traditional least square method (LSM) is based on the fact that the GA does not require an initial estimation. The values of the parameters $\Delta \varepsilon$, $\sigma_s$, $\varepsilon_\infty$ and $\tau$ were allowed to vary within the GA. The values of these parameters typically differ by many orders of magnitude. To overcome this problem, logarithmic values of parameters were used rather than their linear values. The cost function $C_{GA}$ minimized by the GA is given below:

$$C_{GA} = \sum_{i=1}^{N} [\log_{10}(m_r(\omega_i) - c_r(\omega_i))^2 + [\log_{10}(m_i(\omega_i) - c_i(\omega_i))]^2$$

(2)

The function is the sum of the squared differences between the measured data and the multi-pole Cole-Cole model. $m_r(\omega_i)$ and $m_i(\omega_i)$ are the real and the imaginary parts of the measured data, respectively; and $c_r(\omega_i)$ and $c_i(\omega_i)$ are the real and the imaginary parts of the Cole-Cole function, respectively. The population size for the GA was 1000 individuals. The tournament selection method was used with parameter value of 20. The mutation probability and crossover fraction were set to 0.1 and 0.9, respectively.

Bound value ranges were applied to each of the parameters in order to ensure that the GA did not converge towards local optima. The bound values, shown in Table I, were selected in accordance with the literature [34]. The fitted curves and the measured data were then used to calculate the residuals as the fractional errors. The residuals were calculated for the real and imaginary parts of the complex permittivity and then combined to form a set of total residuals for each fitted curve.

B. Background Assumptions

A statistical analysis is based on a set of assumptions. These assumptions relate to the characteristics of the data under analysis. If these assumptions are not met then the results can be misleading or erroneous. In particular, and key to this study,
TABLE I
BOUND VALUE RANGES FOR THE PARAMETERS OF GA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_{\infty}$</td>
<td>1-50</td>
</tr>
<tr>
<td>$\Delta \varepsilon$</td>
<td>1-100</td>
</tr>
<tr>
<td>$\sigma_s$</td>
<td>0.0001 - 1</td>
</tr>
<tr>
<td>$\tau$</td>
<td>1 $\mu$s - 10 ps</td>
</tr>
</tbody>
</table>

The validity of these assumptions determines the goodness of a fitted model. The background assumptions for residual analysis are as follows [15]:

1) The data is of a single category;
2) The residuals are normally distributed (the residuals are equally distributed around the mean forming a bell-shaped curve);
3) The residuals have zero mean;
4) The residuals are independent (the behaviour of the residuals is not affected by changes in the frequency range or the sample size);
5) The residuals are random (the model is predicting values higher and lower than the actual values with equal probability);
6) The residuals have constant variance.

C. Assumption Validation Tests

In order to quantitatively assess the fitting results using the linear and logarithmic scale data, different statistical tests have been applied to the calculated residuals. The validation of the above-mentioned assumptions by the statistical test quantifies the goodness of the fitting results. In other words, a high-quality fit will have residuals that meet the requirements specified by all of the noted assumptions.

The normality of the residuals was first visualised by obtaining the histogram of each set of residuals. The overall pattern of the residuals should be similar to the bell-shaped pattern for normal distribution. The histogram provided an initial visual validation for the distribution of the residuals. For a more accurate judgement of the residuals distribution, a normality test was applied. The test sorted the residuals into ascending order and then calculated the cumulative probability of each residual:

$$P(i_{th\text{ residual}}) = \frac{i}{(N + 1)} \quad (3)$$

where $P$ denotes the cumulative probability, $i$ is the order of the residual and $N$ is the total number of residuals. The calculated p-values are then used to obtain the normal probability plot (also known as a Q-Q plot). An approximate straight line in the plot confirms that the residuals are independent and normally distributed.

Once it is confirmed that the residuals satisfy the above mentioned conditions, the chi-squared goodness-of-fit test is used to quantitatively examine the quality of the fit by measuring how well the predicted data corresponds to the measured data. In particular, the chi-squared test, also referred to as $\chi^2$ test, estimates the probability of the residuals under the assumption of no association (also known as the “null hypothesis”) [15]. Low probability values reject the null hypothesis and validate that the fitted curve is close to the measured data. The test is defined as:

$$\chi^2 = \sum_{i=1}^{n} \frac{(O_i - E_i)^2}{E_i} \quad (4)$$

where $O_i$ is the observed or calculated data, $E_i$ is the expected or actual measured data, and $n$ is total number of data points.

III. RESULTS

In the first subsection, the fitting results of the two-pole Cole-Cole model are presented and discussed. The second subsection describes the statistical analysis of residuals obtained from the two-pole Cole-Cole model fitting. The third subsection compares the results of using single-pole versus two-pole for both the linear and logarithmic spacing.

A. Fitting Results

Fig. 2 shows the Cole-Cole plots for one of the five measurements performed at Dartmouth using linear and logarithmic scales.

Fig. 2. Cole-Cole plots of a) linear and b) log scale data: model shown with the measured data points using bovine muscle tissue over the frequency range of 200 MHz-8.5 GHz.

As expected, Fig. 2 shows that the points in the Cole-Cole plots are more evenly spaced for measurements with the logarithmic scale as compared to measurements with the linear scale [14]. The linear scale only has a few data points at the lower frequencies, while most of the data points are grouped at higher frequencies. Using the logarithmic scale, the points are evenly distributed over the entire frequency range. An uneven distribution of data points with the linear scale will result in
poor fitting results at the lower frequencies, as can be seen in Fig. 3. There is a significant difference between the measured and modelled data up to about 1 GHz when using linear frequency scale. Further, with the logarithmic scale, the points are well distributed over the relaxation frequency where the shape of the curve is changing most rapidly and the difference between the modelled and measured data is smaller than with linear scale.

![Fitting curve result for linear scale data](image)

![Fitting curve result for log scale data](image)

Fig. 3. Cole-Cole model fitting results of the complex permittivity for: a) linear and b) log scale data.

The poor fitting at the lower frequencies as a result of uneven spacing in the linear scale may not be observed if the overall average error of the fitted curve is used as a performance metric, because the large number of points at higher frequencies (where the error is low) will “average out” the larger errors at low frequencies. Furthermore, the different number of data points around each relaxation do not lead to a proper representation of the measurement behaviour.

Similar results can be seen Fig. 4, which shows a sample Cole-Cole plot for one of the five measurements performed on ovine kidney tissue at NUIG. Although the fitting at the lower frequencies is not perfect with logarithmic scale data, this fitting is still observably superior to that of the linear scale data. Furthermore, the difference between the measured and model data across the relaxation frequency using the logarithmic scale is again smaller than with linear scale. At higher frequencies, the curve is well behaved in both cases due to the fact that the change in dielectric properties at high frequencies is quite small as compared to at low frequencies.

![Cole-Cole plots for log scale data](image)

Fig. 4. Cole-Cole plots of a) linear and b) log scale data: model shown with the measured data points using ovine kidney tissue over the frequency range of 200 MHz-20 GHz.

### B. Statistical Analysis

Histograms of the residuals of the fit to the Cole-Cole model are presented in Fig. 5 for all measurements performed at Dartmouth using both linear and logarithmic scales.

The histograms show that the residuals for logarithmic scale are more normally distributed around the mean than the residuals for linear scale. The histograms also show that in almost all cases, logarithmic residuals are in the range of -4 to 6, whereas, the ranges for linear residuals vary. The histograms visually validate the normality of residuals, but in order to quantify the normality, the Kolmogorov-Smirnov normality test [15] is applied on all residual sets. The resultant Q-Q plots are shown in Fig. 6. The p-values for all five sets of linear residuals are less than 0.05, rejecting the null hypothesis.
that the data is normally distributed. In the case of logarithmic residuals, the p-values for all five sets are more than 0.05, thus the residuals are normally distributed.

Next, the chi-squared goodness of fit test is applied to the residuals and the resultant values are presented in Table II. The chi-squared values for the logarithmic scale data are in the range of 3 to 12 for all measurements. For linear scale measurements, the chi-squared values are higher, ranging from 8 to 55. The large chi-squared values indicate poor data fitting to the model.

<table>
<thead>
<tr>
<th>TABLE II CHI-SQUARED VALUES FOR LINEAR AND LOG SCALE FITTING RESULTS USING TWO-POLE COLE-COLE (200 MHZ-8.5GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Linear scale</td>
</tr>
<tr>
<td>Linear Scale</td>
</tr>
<tr>
<td>Data 1</td>
</tr>
<tr>
<td>Data 2</td>
</tr>
<tr>
<td>Data 3</td>
</tr>
<tr>
<td>Data 4</td>
</tr>
<tr>
<td>Data 5</td>
</tr>
<tr>
<td>(b) Log scale</td>
</tr>
<tr>
<td>Log Scale</td>
</tr>
<tr>
<td>Data 1</td>
</tr>
<tr>
<td>Data 2</td>
</tr>
<tr>
<td>Data 3</td>
</tr>
<tr>
<td>Data 4</td>
</tr>
<tr>
<td>Data 5</td>
</tr>
</tbody>
</table>

Similar results are obtained from the dielectric measurements at NUIG. In all cases, the normality tests have demonstrated that the logarithmic scale residuals are more normally distributed compared to the linear scale residuals except the results of bovine fat where the choice of scale has no significant impact on the fitting results. The reason for this is that fat has the lowest permittivity values and the change in the permittivity over frequency is small relative to the other tissues. The chi-squared test values for the measurements performed at NUIG are summarized in Fig. 7.

For all tissues, the median chi-squared value across measurements is lower (implying better fit) for logarithmic data than for linear data. Further, the highest (worst) chi-squared values for each tissue also come from the linear data. These results suggest that the quality of the fit is generally better with logarithmic scale measurements than with linear scale measurements, for this broadband test scenario.

C. Comparison with One-pole Cole-Cole

As many studies have used one-pole Cole-Cole model, the one-pole Cole-Cole model is also fitted to the measured dielectric data for completeness. The chi-squared test is then applied to quantify the goodness of fit obtained for all measurements with both frequency scales. The resulting chi-squared test values for the measurements performed at Dartmouth are presented in Table III and for the measurements performed at NUIG are summarized in the box plot in Fig. 8. For all tissues, the median chi-squared values are lower with the logarithmic scale data. Thus, the logarithmic scale consistently provides a better fit than the linear scale for these data sets.

<table>
<thead>
<tr>
<th>TABLE III CHI-SQUARED VALUES FOR LINEAR AND LOGARITHMIC SCALE FITTING RESULTS USING THE ONE-POLE COLE-COLE MODEL (200 MHZ-8.5GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Linear scale</td>
</tr>
<tr>
<td>Linear Scale</td>
</tr>
<tr>
<td>Data 1</td>
</tr>
<tr>
<td>Data 2</td>
</tr>
<tr>
<td>Data 3</td>
</tr>
<tr>
<td>Data 4</td>
</tr>
<tr>
<td>Data 5</td>
</tr>
<tr>
<td>(b) Log scale</td>
</tr>
<tr>
<td>Log Scale</td>
</tr>
<tr>
<td>Data 1</td>
</tr>
<tr>
<td>Data 2</td>
</tr>
<tr>
<td>Data 3</td>
</tr>
<tr>
<td>Data 4</td>
</tr>
<tr>
<td>Data 5</td>
</tr>
</tbody>
</table>

IV. CONCLUSIONS

In this paper, dielectric measurements were performed on bovine muscle, bovine fat, ovine kidney and ovine liver tissues using both linear and logarithmic frequency scales. The measured data was analysed to quantitatively assess the effects of frequency spacing on parametric model fitting of the measured data. The analysis has shown that the logarithmic scale distributes the frequency points in such a way that there are more points in the frequency regions where the largest changes in dielectric properties occur (i.e. around the relaxation points). This distribution of points results in more accurate modelling of the measured data, especially at low frequencies. While it has been known that a logarithmic frequency scale provides a more even distribution of measurement data on a Cole-Cole plot than linear frequency scale [14], use of the log scale has not been regularly incorporated into modern research studies of wideband tissue properties. The results of this work demonstrate that the residuals produced using logarithmic scale are more normally distributed than the linear scale residuals, and the chi-squared values demonstrate that the goodness of fit to logarithmic scale data is better than the fitting to linear scale data. This is the first and only study...
Fig. 5. Histograms of residuals for five measurements using a) linear and b) log scale. The red envelope is the distribution curve in each plot. These results demonstrate that the residuals from the log scale measurements are more normally distributed than the residuals from the linear scale measurements. This indicate that the error in logarithmic case is random and independent.
Fig. 6. Q-Q plots of residuals for five measurements using (a) linear and (b) log frequency scales. These plots demonstrate that the residuals from the log scale measurements are normally distributed; whereas the residuals from the linear scale measurements are not. This suggests that the error in logarithmic case is random and independent.
that quantitatively assesses the effect of logarithmic and linear measurements on the fitted dielectric data.

In general, the choice of scale depends on the experimental requirements. If only a narrow frequency band is used in the measurement, the linear scale may produce a high quality fit. Further, if the overall average error is more important that the quality of the fit, the linear scale may be used even with wideband measurements as it will produce less average error than the logarithmic scale due to the large number of data points at high frequencies that have lower error than the data points at low frequencies. However, if the broadband quality of the fitted curve is important, then logarithmic scale can provide better fitting results. Significantly, a better quality fit results in less error both in dielectric models, and in the EM simulations that they are used in. Moreover, the choice of performance metrics also depends on the experimental requirements. The use of a well established statistical framework not only summarises the overall error of the fitted curve but also quantitatively evaluates the quality of the fitted curve. This work has conclusively shown that the measurements taken in logarithmic scale represent the dielectric properties more accurately than the measurements taken in linear scale for a variety of tissues, when the frequency range is wide, and when it includes more than one relaxation.
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