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ABSTRACT
The importance of a high performance sorting algorithm with low time complexity cannot be over stated. Several benchmark algorithms viz. Bubble Sort, Insertion Sort, Quick Sort, and Merge Sort, etc. have tried to achieve these goals, but with limited success in some scenarios. Newer algorithms like Shell Sort, Bucket Sort, Counting Sort, etc. have their own limitations in terms of category/nature of elements which they can process. The present paper is an attempt to enhance performance of the standard Merge-Sort algorithm by eliminating the partitioning complexity component, thereby resulting in smaller computation times. Both subjective and numerical comparisons are drawn with existing algorithms in terms of time complexity and data sizes, which show the superiority of the proposed algorithm.
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1. INTRODUCTION

Sorting is an important operation used in the field of computer science and engineering. Mathematically, it can be defined as follows: Given a sequence of n elements a0, a1, ..., an−1 drawn from a set possessing a linear order, the sorting operation involves finding a permutation π(0), π(1), ..., π(n−1), that maps the given sequence into a nondecreasing one, namely aπ(0), aπ(1), ..., aπ(n−1) such that for k = 0, 1, ..., (n − 1) 

\[ a_{\pi(k)} \leq a_{\pi(k+1)} \]

Sorting finds application in searching, identification of closest pair, element uniqueness, frequency distribution, selection, etc. In the case of contemporary computing environments, a significant portion of commercial data processing involves sorting large quantities of data, and therefore efficiency of sorting algorithms can be directly mapped to an equivalent cost-of-computation reduction [6].

Several different algorithms have been proposed for sorting. The most popular one is Bubble Sort whose average complexity is O(n^2) which, although acceptable while sorting a small number of elements, would translate into significantly large run-times for real-life ultra long samples of data [10]. Such an O(n^2) average- and worst case-complexity is also exhibited by algorithms like Selection Sort and Insertion Sort. Algorithms that break the n^2 barrier of complexity include Quick Sort and Merge Sort where the average complexity is O(n log(n)) [6]. Some of the other existing algorithms for sorting include bucket sort [11], counting sort [3,14], radix sort [1], and shell sort [15].

This paper presents an improved sorting method with lower time complexity over the existing ones. The proposed idea is based on creating sub-arrays (of elements to be sorted) into parts. This part-creation proceeds as the input elements are read. This makes it different from the case of standard Merge-Sort wherein the entire element array is first read and then (necessarily) divided into two halves. As shall be elaborated, depending on the size of n and nature of elements to be sorted, the input element array may lead to the creation of several parts. A criterion is set for such a creation-of-part(s), which is a constant complexity operation. Subsequent to the creation-of-part(s), merging operation (complexity n) is carried out. It shall be shown that the final complexity is of order (n × t), where t is the number of parts, 1 ≤ t ≤ n, and decides the complexity of sorting. For cases where t < n, the algorithm achieves its best case linear complexity.

The remainder of this paper is organized as follows. A brief overview of existing sorting techniques is given in Section-2. Details of the proposed method is presented in Section-3. Implementation results and a comparative discussion are given in Section-4. Lastly, concluding remarks and avenues for future work appear in Section-5.

2. BACKGROUND

Prior to presentation of the proposed sorting method, it seems prudent to discuss few popular algorithms in terms of their efficiency and remarkable cases.

2.1 Bubble Sort

A popular algorithm in the field of sorting is the Bubble Sort algorithm [7,13]. It compares each pair of elements one by one and swaps them accordingly. In requires (n-1) passes and the first pass requires (n-1) comparisons, second
pass requires \((n - 2)\) comparisons and so on until it reaches to the last (one) comparison. The time required to execute bubble sort algorithm is \(O(n^2)\).

2.2 Selection Sort

Selection Sort is also a comparison sorting algorithm [8,9]. First it finds the smallest element in the list and puts it in the first position. Thereafter, the second least element in the list is placed in the second position and so on. Its complexity is also \(O(n^2)\) but here number of swaps are of order \(O(n)\).

2.3 Insertion Sort

Insertion Sort’s working is based on two arrays in which one is the sorted array and the other one is unsorted [2, 5]. In its each iteration, it finds the minimum element from unsorted list and places it in the sorted list at its proper location. Its average case complexity is \(O(n^2)\) but it is considered as the best algorithm when array is almost sorted, since its best case complexity is \(O(n)\).

2.4 Quick Sort

Quick sort applies the divide-and-conquer paradigm which relies on partitioning of the element array by selecting a pivot element [12,16]. It is faster than previous algorithms in terms of computational efficiency. The complexity of Quick Sort in best and average case both is \(O(n\log(n))\), and is \(O(n^2)\) in the worst case. Unlike Insertion Sort, its worst case occurs when elements are in sorted order.

2.5 Merge Sort

Merge Sort is also a divide-and-conquer algorithm with recursive approach [4]. It is based on the merging of two sorted lists into a new sorted list. The recurrence relation \(T[n]\) of Merge Sort can be expressed as:

\[
T[n] = 2T\left[\frac{n}{2}\right] + \theta(n) \tag{1}
\]

where \(\theta(n)\) is the time complexity of the merging operation. Therefore, the time complexity \(T[n]\) comes out to be of order \(O(n\log(n))\) in all cases. However, the space complexity of this algorithm is of order \(O(n)\).

3. PROPOSED WORK

The proposed non-partitioning Merge-Sort method includes the idea of merge sort. In the merge sort, the array of elements is divided into two halves until it reaches to the single element i.e mathematically recursion stops when in the relation(1) \(T[n]\) reaches to \(T[1]\). Then it creates sorted arrays step by step for merging, thereby creating many arrays to reach the bottom of the recursion. A closer inspection of the working of the merge-sort leads to the conclusion that if the ‘partitioning’ can be eliminated while still obtaining sub-arrays to be merged, then the complexity may be reduced . The logic used in the proposed method is based on creation of sub-parts out of the \(n\) elements. The count of such sub-parts may reach a maximum of \(n\) in the worst case. The merge operation is then invoked to get the finally sorted elements.

The flow chart of the proposed algorithm is shown in Fig. 1.

It includes the following important terms:

1. Fetching of elements:
   Elements are fetched only when they get a chance to be processed. It prerequisites the value of counter should be less than \(n\), where \(n\) is the maximum number of elements.

2. Comparison:
   The new element is compared with the starting element of current part.

3. Creation of new part:
   As the name suggested, it starts a new part of array. New part is created only when an element is not suitable to fit in the current part.

4. Addition of element:
   Fetched element is inserted at the starting position of current part.

5. Merging of parts:
   Initially start an array and copy first part into it. Then merge all other parts one by one into this array, as merge function allows only two arrays to be merged at a time.

A pictorial explanation of proposed sort with an example is shown in Fig. 2. In this example the input array 66 33 40 22 55 88 60 11 80 20 50 44 77 30 is taken for sorting which is shown being sorted to the final state. Its intermediate passes can be divided into two types, in the first type input elements are taken one by one and distributed into different chunks accordingly. In the second type merging takes place. Finally all arrays are merged into a sorted list. For comparative purposes, a similar pictorial representation is also provided for the Merge Sort algorithm in Fig. 3.
3.1 Implementation Algorithm

The proposed method can be implemented using the following algorithm:

1. Specify Number of elements (n)
2. Start Timer
3. \( t \leftarrow 0 \)
4. for \( i=1 \) to \( n \)
5. \{ \( x \leftarrow \text{element}(i) \) \}
6. if ( \( t=0 \) )
7. \{ new part(\( t \)) //create new part of array- \}
8. \( \text{data}[0] \leftarrow x \)
9. \( \text{last}[t] \leftarrow 0 \)
10. \( t \leftarrow t+1 \)
11. \}
12. else
13. \{ if ( \( x \leq \text{data}[0] \) of part(\( t \)) \)
14. \{ for \( j = \text{last}[t] \) to 0 \}
15. \( \text{data}[j+1] \leftarrow \text{data}[j] \)
16. \( \text{data}[0] \leftarrow x \)
17. \}
18. else
19. \{ new part(\( t \)) //create new \}
20. \( \text{data}[t][0] \leftarrow x \)
21. \( \text{last}[t] \leftarrow 0 \)
22. \( t \leftarrow t+1 \)
23. \}
24. \}
25. \}
26. new finalpart
27. \( \text{finalpart} \leftarrow \text{part}(0) \)
28. \( \text{lastfinal}=\text{last}[0] \)
29. for \( j=0 \) to \( \text{last}[0] \)
30. \( \text{datafinal}=\text{data}[0][j] \)
31. for \( j=1 \) to \( t \)
32. \{ merge(j) \}
33. \}
34. End Timer
Algorithm of merge can be described as:

```
merge(x):
1. i ← 0
2. j ← 0
3. k ← 0
4. new tempPart
5. tempPart ← finalPart
6. while j ≠ lastfinal and k ≠ last[x]
7. if(datafinal[j] ≤ data[x][k])
8. datatemp[i] = datafinal[j]
9. j ← j + 1
10. i ← i + 1
11. else
12. datatemp[i] = data[x][k]
13. k ← k + 1
14. i ← i + 1
15. while j ≠ lastfinal
16. datatemp[i] = datafinal[j]
17. j ← j + 1
18. i ← i + 1
19. while k ≠ last[x]
20. datatemp[i] = data[x][k]
21. k ← k + 1
22. i ← i + 1
23. finalPart ← tempPart
24. lastfinal = tempLast
25. for j = 0 to lastfinal
26. dataFinal = datatemp[j]
```

### 3.2 Analysis of Complexity

Let $T[n]$ be the running time on a problem size $n$. Time Complexity for the proposed method is equal to the time complexity of sum of time taken in creation of sub-parts from the complete list and the time taken in merging. It can be expressed as:

$$T(n) = \text{Part Creation Complexity} (T_1) + \text{Merge Complexity} (T_2)$$  

Part-Creation Complexity of initial list into small parts can be computed from the time complexity of processing of individual elements. It takes some constant(say $c$) steps for deciding that an element should be in present list thread or in new list thread. So for all $n$ elements ‘Part-Creation Complexity’ is ($n \times c$) thereby implying $O(n)$, i.e.

$$T_1 = O(n)$$  

Merge Complexity can be computed from number of parts ($t$) and complexity of conventional `merge` function. Complexity of merging two parts is of order $O(n)$. The merging of $t$ parts requires $O(tn)$. Therefore ‘Merge Complexity’ can be expressed as:

$$T_2 = O(t \times n)$$  

The complexity of proposed algorithm can now be computed as:

$$T(n) = T_1 + T_2$$  

$$T(n) = O(n) + O(t \times n)$$

For the analysis of $t$, assume initially $t$ parts are generated and each is of size $k_1$, $k_2$, $k_3$, ..., $k_t$. Therefore,

$$n = k_1 + k_2 + k_3 + ...k_t$$

Let us take the average value of $k_i$ and assign to $t$ parts.

$$k = (k_1 + k_2 + k_3 + ...k_t)/t$$

Now $n$ can be computed as

$$n = k + k + k + ...k \text{ (} t \text{ times})$$

$$t = \frac{n}{k}$$

Worst case occurs when $k = 1$ and thus $t = n$, that occurs when array is arranged in such a way when every element is assigned to new part, thus resulting in $n$ parts. $t$ can never be greater than $n$ as in eq 10. So its worst case complexity would $T(n) = O(n^2)$. But an important point is that, in this case when $n$ parts are created, the length of each part is only 1. Thus it causes merging complexity to be of constant order $O(1)$. It clearly shows that even at the worst case, the complexity of proposed method never reaches to $O(n^2)$. It always lies between linear and quadratic complexity.

In average case $t$ depends on data in the lists. If data inside the array is in such a way that all large elements follow smaller elements most of the time, then it creates a single part for that group of elements. In this case the complexity is $O(n) + O(t \times n)$ which can can written as $O((t + 1) \times n)$. For further analysis of average case, $t$ can be replaced from (10) as:

$$T(n) = O((t + 1) \times n)$$

$$T(n) = O((n/k) \times n)$$

where $k$ itself depends on $n$ and its divisibility nature. Divisibility here is referred to the quality of array so that its elements can be divided into optimal number of parts. So, it is a feature of the input array, and therefore it can be characterize as a constant $a$. Now $k$ can be written as:

$$k = n/a$$

Using (10), $t$ can be evaluated as:

$$t = a$$

which is again constant. So average case complexity of proposed method is $O((a + 1) \times n)$ which implies $T(n) = O(n)$, depending upon the nature of array of elements (value of $a$).

Best Case of proposed method occurs when input list is pre-sorted in a decremental order. In this case $t = 1$ and thus leads to $T(n) = O(n)$. The comparison of time complexity of proposed with existing algorithms is shown in Table 1.
Table 1: Complexities of various sorting algorithms

<table>
<thead>
<tr>
<th>Sort</th>
<th>Best Case</th>
<th>Average Case</th>
<th>Worst Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bubble Sort</td>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>Selection Sort</td>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>Insertion Sort</td>
<td>$O(n)$</td>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>Quick Sort</td>
<td>$O(n \log(n))$</td>
<td>$O(n \log(n))$</td>
<td>$O(n \log(n))$</td>
</tr>
<tr>
<td>Merge Sort</td>
<td>$O(n \log(n))$</td>
<td>$O(n \log(n))$</td>
<td>$O(n \log(n))$</td>
</tr>
<tr>
<td>Proposed Sort</td>
<td>$O(n)$</td>
<td>$O((t + 1) \times n)$</td>
<td>$O(n^2)$</td>
</tr>
</tbody>
</table>

4. SIMULATION RESULTS
The complexities of quick sort and merge sort are of order $O(n \log(n))$ [6], and that of proposed method is of order $O(t \times n)$. For showing the superiority of proposed method over exiting Quick-Sort and Merge-Sort, the values of execution time (in milli-secs) for different sample input arrays are shown in Table 2. The algorithms are implemented using C programming language and run on a PC with Intel Core$^\text{TM}$ i3-4005U CPU@1.70GHz×4 and 4GB RAM. Fig. 4a presents a depiction of this comparison through plots, from where it is evident that execution time of proposed method is less than that of Quick-Sort and Merge-Sort for all test cases.

As was discussed earlier, the best case of proposed method is $O(n)$ which is same as Insertion-Sort. But the proposed method is more effective in reducing its complexity towards $O(n)$ than Insertion-Sort. To analyze this point, a x% sorted array of elements is taken where $x$ is allowed to vary from 0 to 100, i.e. initially the array is unsorted then partially sorted, and then a fully sorted array is taken for analysis. The percentage change of execution times when array is x% sorted relative to the unsorted array of elements is shown in Table 3 and 4 for proposed method and Insertion-Sort respectively. The graphs for the comparison of both methods are also plotted with pre-sorting level on x axis and percentage change in execution time on y axis for different number of data inputs. It can be seen in Fig. 4b that rate of change of percentage in execution time increases with increment in pre-sorting. Whereas in the case of insertion sort Fig. 4c, it is not certain that there is always decrement in execution time with increment in sorting. So it can be concluded that the best case of insertion sort occurs only when the array of elements is almost fully sorted, but in the proposed method there is always decrement in execution time with increment in pre-sorting. So its best case does not require fully sorted array but it begins to occur with the array having quite a lesser percentage of sorted elements.

5. CONCLUSION
In this paper, a novel approach of sorting is proposed. The method produces the sorted array in less time complexity in comparison with the existing methods of sorting. The time complexity for proposed method was shown to be $O(t \times n)$. Furthermore, graphs were plotted for comparing execution time taken by existing sorting methods for processing different number of elements. The best case of proposed method came before the insertion sort which was suitably demonstrated in the plotted graphs and sorting tables. In the future, this proposed algorithm may be implemented using multi-threading or on parallel processor systems to further enhance the performance boost-up.
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Figure 4: Comparison of proposed algorithm with existing ones

Table 2: Execution time (in milliseconds) using Quick-Sort, Merge-Sort and the proposed method

<table>
<thead>
<tr>
<th>No. of elements</th>
<th>Quick Sort</th>
<th>Merge Sort</th>
<th>Proposed Sort</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0.040200</td>
<td>0.054088</td>
<td>0.012400</td>
</tr>
<tr>
<td>2000</td>
<td>0.136585</td>
<td>0.168032</td>
<td>0.036031</td>
</tr>
<tr>
<td>3000</td>
<td>0.259067</td>
<td>0.386841</td>
<td>0.083155</td>
</tr>
<tr>
<td>4000</td>
<td>0.598016</td>
<td>0.702116</td>
<td>0.123970</td>
</tr>
<tr>
<td>5000</td>
<td>0.770594</td>
<td>1.116499</td>
<td>0.176835</td>
</tr>
<tr>
<td>100000</td>
<td>2.520199</td>
<td>4.708347</td>
<td>0.643499</td>
</tr>
</tbody>
</table>

Table 3: Percentage change of proposed method with increment in Sorting

<table>
<thead>
<tr>
<th>No. of elements</th>
<th>1000</th>
<th>2000</th>
<th>3000</th>
<th>4000</th>
<th>5000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.5% Sorted</td>
<td>51.75%</td>
<td>35.14%</td>
<td>42.51%</td>
<td>57.57%</td>
<td>50.91%</td>
<td>49.67%</td>
</tr>
<tr>
<td>25% Sorted</td>
<td>71.93%</td>
<td>70.53%</td>
<td>61.35%</td>
<td>65.51%</td>
<td>62.62%</td>
<td>66.98%</td>
</tr>
<tr>
<td>50% Sorted</td>
<td>84.28%</td>
<td>85.02%</td>
<td>70.68%</td>
<td>76.08%</td>
<td>82.90%</td>
<td>80.40%</td>
</tr>
<tr>
<td>100% Sorted</td>
<td>96.99%</td>
<td>98.17%</td>
<td>98.46%</td>
<td>98.74%</td>
<td>98.90%</td>
<td>99.41%</td>
</tr>
</tbody>
</table>

Table 4: Percentage change of Insertion Sort with increment in Sorting

<table>
<thead>
<tr>
<th>No. of elements</th>
<th>1000</th>
<th>2000</th>
<th>3000</th>
<th>4000</th>
<th>5000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.5% Sorted</td>
<td>3.14%</td>
<td>3.65%</td>
<td>7.00%</td>
<td>20.54%</td>
<td>1.01%</td>
<td>63.62%</td>
</tr>
<tr>
<td>25% Sorted</td>
<td>18.35%</td>
<td>20.73%</td>
<td>14.38%</td>
<td>6.17%</td>
<td>4.37%</td>
<td>34.14%</td>
</tr>
<tr>
<td>50% Sorted</td>
<td>16.88%</td>
<td>13.30%</td>
<td>15.19%</td>
<td>4.03%</td>
<td>6.19%</td>
<td>32.58%</td>
</tr>
<tr>
<td>100% Sorted</td>
<td>80.04%</td>
<td>70.88%</td>
<td>76.52%</td>
<td>94.08%</td>
<td>97.45%</td>
<td>97.62%</td>
</tr>
</tbody>
</table>